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ABSTRACT 
 

Acoustic Signals 
such as speech and 
sound are easily 
degraded by 
interferences 
present in our 
surroundings. The present work explores the usage of the Pixel CNN architecture for the removal of non-stationary noises from the speech signal. 
The presence of noise in speech signals affects the performances of applications that use speech signal as a medium for communication such as 
automatic speech recognition systems, hearing aid, mobile phones. Pixel CNN is a deep generative network architecture implemented as an 
autoregressive model. The dataset “NOIZEUS” is used for noise mixed speech samples and clean speech samples. The architecture learns the 
feature from the input speech using the spectrogram representation of speech signal. The performance of Pixel CNN architecture is compared 
with three methods: VAE, UNET, Auto encoders. The performance evaluation metrics used for comparison are “PESQ” and “STOI”.  

Keywords: Pixel CNN, deep generative model, auto regression, non-stationary noises, speech de-noising 

INTRODUCTION 
The speech signal is a useful means of communication among 

human beings. It is an important acoustic signal that is one 
dimensional in nature and the amplitude varies with respect to 
time. “In real time environments”, the speech signal1 gets easily 
corrupted by a variety of “stationary and non-stationary 
signals”2. The signal is degraded more by the “non-stationary” 
noise such as babble1 noise1. The  presence of noise in speech 
signals affects the performances of applications that use speech 
signal as a medium for communication such as automatic speech 
recognition systems, hearing aid, mobile phones.The traditional 
method introduces musical noises in the signal after denoising3 
the signal. Also, the traditional methods  can not remove babble 
noise completely from the signal.Hence, “deep neural network 
architectures”4are used nowadays for the de-noising of speech 
signals. Deep neural networks learns the complex speech features 

for the prediction of the denoised speech. In this paper, the babble 
noise is used as noisy signal that degrades the signal of interest. 
The signal degradation is confirmed when the listener faces 
difficulty in understanding  the message communicated by the 
signal. The popular speech de-noising methods are: spectral 
subtraction5, minimum mean square error6, wiener filter for 
speech enhancement7,8, deep neural networks4,9,10,  Convolution 
neural network architectures11,12, LSTM networks13, 
WaveUnet14, Unet15,16, Variational autoencoders17,18, 
Convolutional autodencoders19. These deep neural network 
architectures are used for image processing. In this paper, the de-
noising of speech signal is performed using a deep generative 
networks known as PixelCNN architecture. This is an 
autoregressive type of neural network that predicts the output 
value based upon the previous values of the signal. Deep 
generative networks are nowadays popular for generating images 
of high quality. In this paper, these generative networks are used 
for the denoising and enhancement of speech signal. The Pixel 
CNN method is a generative architecture. In the propsed work, 
the PixelCNN is applied for speech enhancement . The objective 
of the paper are as follows: 

• To apply the PixelCNN architecture for speech de-
noising 

• To apply the de-noising model for the removal of 
non-stationary noises such as babble noise. 
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• To demonstrate the efficiency of PixelCNN 
architecture for the removal of noise from speech 
signal using “PESQ” and “STOI” metric. 

• To use variational autoencoders , autoencoders, 
UNET architecture for comparison purpose by 
training these models with same speech data 
samples. 

The paper is organised in following sections. First the literature 
review is given. Then, the methodology and simulation setup is 
explained. In the last section result and conclusion is presented. 

LITERATURE REVIEW 
The Table 1 represents a brief review of deep learning methods for 
speech enhancement.  
 
Table 1: Review of Methods for Speech Enhancement 
Ref Objective Method Used Evaluation Metrics 

used 

1 De-noising 
of single 
channel 
speech signal 

Deep neural Network 
and Wiener Filter 

Better Performance 
in terms of  PESQ20, 
SDR, BAK, SIG for 
the removal of 
babble noises at low 
SNRs 

13  Single 
channel 
speech 
enhancement 

LSTM based de-
noising method and 
convolutional auto 
encoder for the 
synthesis of enhanced 
speech 

Better PESQ scores 
for the removal of 
non-stationary 
noises. 

14 De-noising 
of speech 
signal in time 
domain 

UNET architecture is 
combined with 
Attention mechanism  

Better PESQ score 
for the de-noised 
speech 

21  Time 
domain de-
noising of 
speech. 

UNET method 
combined with 
attention mechanism 
and compressed 
sensing loss function 

Better PESQ, STOI 
metrics 

22 Comparative 
analysis of 
DNN 
methods for 
de-noising 
speech 
signals 

Multilayer 
Perceptron( MLP), 
Convolutional Neural 
Network(CNN), De-
noising Auto-
encoders(DAE) 

PESQ, STOI 

23 Time domain 
speech 
enhancement 

Generative 
Adversarial Network 
Architecture 

PESQ, STOI 

24 Single 
channel 
speech 
enhancement 

 

Variational Auto-
encoders and Non 
“Negative matrix 
Factorization” 
method for modeling 
of noise 

SDR 

 

 

25 Enhancement 
of  Speech 
Signal 

Time Frequency 
correlation using 
LSTM                   and 
CNN                                                                                  

 

PESQ, STOI 

 

11 Enhancement 
of speech for 
hearing 
impaired 
listeners               

Convolutional Neural 
Network   
Architecture 

 

PESQ, STOI, 
Segmental SNR 

 

26 Time domain 
speech 
enhancement 

 

Convolutional Neural 
Network       

 

PESQ, STOI, SI-
SDR 

 

27 Singing 
voice 
separation                 

 

UNET and WaveUnet 
architecture  

 

SAR, SDR, SIR 

 

The literature suggest that “the state of the art”4 deep neural 
networks4 for “speech enhancement”1 model uses convolutional 
neural network architecture, autoencoders, UNET , adversarial 
scenarios, such as “generative adversarial network(GAN)”, 
generative networks such as “variational autoencoders, non-
negative matrix factorization” for noise modeling. The “model” 
uses different forms of “speech signal” represenation as input to 
the model9, such as time domain signal representation, log power 
spectra, mel frequency cepstral coefficient, time frequency 
representation as input features representing speech parameters 
for both noisy and clean speech. These networks are initially 
applied for  image processing, biomedical image processing. The 
review of literature informs  extensive use of convolution neural 
networks for speech enhancement purpose. The simple 
autoencoders and variational autoencoders are also tried and 
tested for speech enhancement. The deep generative network 
having autoregressive type nature has not been tested for the de-
noising purpose. The objective of the paper is to test the 
PixelCNN architecture for speech de-noising. 

METHODOLOGY 
The paper uses the PixelCNN architecture proposed by Oord 

et al.28 for the removal of non-stationary noises from the speech 
signal. The PixelCNN architecture is popular for the generation                  
of images and used as a generative architecture. The application 
of this architecture for the removal of noise from speech uses the 
masked filter feature of Convolutional layers. This is a neural 
network that does not apply on the whole image but on a selected 
pixels. The masking of pixels is implemented by selectively 
keeping the pixels values as ‘0’ or ‘1’. These masked feature 
allows selective selection of pixels and not all the pixels for the 
feature extraction. The architecture computes the joint 
probability distribution from the selected pixels by scanning each 
pixel present in each row and pixel present to the left of the pixel 
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whose value need to be predicted by using conditional 
probability. Each pixel is assigned value based upon conditional 
probability. The conditional probability is given in equation 128. 

                                                                             Equation (1) 
 
This conditional probability is implemented using  neural 
networks i.e. PixelCNN architecture for the prediction of new 
pixels. The architecture uses gated pixel CNN method where the 
“activation function19” “ReLU28” is replaced by the “activation 
function28” as shown in equation 228.: 

                                                                        Equation (2) 
 

DESIGNED MODEL 

 
Figure 1: Designed Model  
 

The noisy and clean speech samples cannot be processed at 
once as speech is in itself a non-stationary signal. Hence, small 
parts of the speech signal are processed one by one. They are 
converted to small fragments of speech by methods of framing 
and windowing. The PixelCNN architecture operates on pixel 
values,therefore, the speech samples “transformed from time 
domain” to “time frequency domain”16 representation. These T-
F domain representation of speech is known as spectrograms. 
These are 2-D representation of speech signal. Pixel CNN 
architecture processes these samples and provides denoised 
spectrograms at the output.  

SIMULATION SETUP 
The “clean speech and noisy speech”1 samples are obtained 

from NOIZEUS dataset. These samples are available for free to 

the research community. The model is trained for babble noise1 
at SNR: 0db, 5db, 10db, 15db. The clean speech file  contains 
recordings from six different speakers( three males and three 
females). The noisy file consist of thirty speech utterances for 
each snr level. The “babble1 speech signal file ”1 at “snr levels 
0db1,5db,10db,15db”1 contains 120 noisy speech utterances. 
 

 
Table 2:  Simulation Model of Pixel CNN based Speech Denoising  
 

The model is trained with the 120 clean speech samples and 
120 noisy speech samples corrupted with babble1 noise at 
0db,5db,10db and 15db. The number of epochs selected as  200. 
The batch size selected for model simulation is 32. The “ADAM” 
optimizer is selected for optimization of learned weights during 
training. For the simulation of model “Huber loss function” is 
used. The model is simulated using Python, keras and tensorflow 
framework. The simulation model of PixelCNN based speech de-
noising is given in Table 2. 

RESULTS 
The simulation results for the Pixel CNN architecture for the 

removal of babble noise is provided in Table 3,4,5 6 and 7. The 
table presents the comparative analysis of the results. The 
designed method PixelCNN performance is compared with three 
methods: UNET, Autoencoder and Variational autoencoder. Five 
performance comparison metrics are used for the analysis of the 
methods. The First metric is Perceptual Evaluation Of Speech 
Quality20(PESQ). PESQ measures the perceived quality of 
speech. The normal score for this metric is between 0.5 and 5. 
The  higher the score, the better is the quality. The second metric 
is short time objective intelligibility score(STOI). The STOI2,29 
score access the percentage of speech that a listener can 
understand. The higher the score, the better is the performance 
w.r.t intelligibility content of speech. The third metric is 
segmental signal to noise ratio(Seg SNR)30. This is a time domain 
objective metric that measures the distortion in speech waveform 
at the output of the speech enhancement model.  The Segmental 



Shibani Kar 

Journal of Integrated Science and Technology J. Integr. Sci. Technol., 2024, 12(3), 770             Pg  4 

SNR is computed on short frames or segments of speech having 
a duration of 15ms-20ms. The higher the value, the better is the 
performance of the method. The fourth metric is the signal to 
noise ratio. This is another time domain metric that operates upon 
a waveform to measure the distortion in speech post denoising. 
The higher the value, the better is the performance. Fifth 
performance measuring metric is Signal to Distortion Ratio. This 
measures the quality of signal as compared to its noisy 
counterpart post denoising. This measure represents the loudness 
of the signal as compared to its distorted or noisy version. The 
model simulation results of Pixel CNN, UNET , autoencoder and 
Variational autoencoder are presented in fig.2, fig 3, fig 4 and fig 
5 respectively. The models are trained for 200 epochs with 120 
noisy speech samples at SNRs 0dB , 5dB, 10dB and 15dB. The 
methods performance was compared based on the five metrics 
stated above. The findings of the analysis of result state that the 
Pixel CNN method provides an average score of 1.31 at low SNR 
condition( 0dB). The UNET and autoencoder provide an average 
score of 1.31 and 1.37. Hence, the Pesq score of  the designed 
method is similar to UNET and convolutional autoencoder at low 
SNR(0dB). The comparative summary of PESQ29 score is given 
in Table 3.  The Pixel CNN architecture provides an average 
STOI score of 64% at low SNR(0dB). The intelligibility score is 
higher at 0dB as compared with UNET and autoencoder. At 
15dB the average score of Pixel CNN is 0.91, representing a high 
intelligibility score. The comparative summary of STOI scores is 
given in Table 4.  The segmental SNR score of Pixel CNN is very 
low at 0dB and increases the SegSNR value at 15dB. The 
comparative summary of Segmental SNR score is given in Table 
5. The average SNR score for Pixel CNN is 2.09 at 0dB SNR. 
The performance of Pixel CNN SNR score decreases at high  
SNR but the decrease in performance score is lower than other 
competing methods.The comparative summary of SNR score is 
given in Table 6. The SDR ratio of PixelCNN  increases from 
low to high SNR. The comparative summary of SDR score is 
given in Table 7. 

 
Figure 2: Model Training Graph for PixelCNN                            
architecture 

 
Figure 3: Model Training Graph for VAE model 

 
Figure 4: Model Training Graph for  Autoencoder 

 
Figure 5: Model Training Graph for  UNET 
 
Table 3: Comparative Performance for PESQ29 for Babble1 Noise 

PESQ Measure 
 PixelCNN UNET Autoencoder VAE 
0dB 1.31 1.31 1.37 1.28 
5dB 1.37 1.45 1.49 1.35 
10dB 1.52 1.58 1.70 1.45 
15dB 1.58 1.77 1.81 1.61 
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 Table 4: Comparative Performance for STOI31 for Babble Noise 
STOI Measure 
 PixelCNN UNET Autoencoder VAE 
0dB 0.64 0.62 0.62 0.57 
5dB 0.74 0.72 0.76 0.71 
10dB 0.84 0.82 0.85 0.80 
15dB 0.91 0.88 0.88 0.86 

Table 5: Comparative Performance for Segmental SNR for Babble Noise 
Segmental SNR Measure 
 PixelCNN UNET Autoencoder VAE 
0dB -4.49 0.06 -1.73 -4.16 
5dB -2.89 1.38 0.22 -2.37 
10dB -1.26 2.40 1.64 -1.02 
15dB 0.26 3.11 2.61 0.22 

Table 6: Comparative Performance for improvement in  SNR for 
Babble Noise 

SNR Measure 
 PixelCNN UNET Autoencoder VAE 
0dB 2.09 3.56 3.05 2.24 
5dB -0.77 -0.95 -1.33 -2.03 
10dB -4.43 -6.40 -6.21 -6.87 
15dB -8.77 -12.84 -12.03 -11.77 

Table 7: Comparative Performance for SDR for Babble Noise 
SDR Measure 
 PixelCNN UNET Autoencoder VAE 
0dB 1.18 -5.29 -0.33 0.64 
5dB 1.79 4.32 0.51 1.48 
10dB 2.43 -6.40 1.87 2.22 
15dB 4.04 -1.31 2.15 2.69 

 

 
Figure 6: Comparative Chart for PESQ for Babble Noise  

 
Figure 7: Comparative Chart for STOI for Babble Noise 

 
Figure 8: Comparative Chart for Segmental SNR for Babble Noise 

 
 Figure 9: Comparative Chart for SNR for Babble Noise 

 
Figure 10: Comparative Chart for SDR for Babble Noise 
 

CONCLUSION AND FUTURE SCOPE 
The paper focuses on the de-noising of speech signals 

corrupted with babble noise1,2 at low SNRs. The method Pixel 
CNN effectively de-noise the signal using the Time Frequency 
representation i.e. spectrogram form of the signal. The Pixel 
CNN removes babble noise from the noisy spectrograms and 
provides de-noised spectrogram at the output. This method is a 
mapping based method and trained end to end.  The performance 
of the Pixel CNN architecture for noise removal from speech 
signals is compared with convolutional autoencoders, UNET and 
variational autoencoders. The parameters used for comparison1 
of methods are “PESQ and STOI”. The other two time domain 
objective metrics that are used for speech enhancement are 
segmental SNR and SNR score. The Pixel CNN method performs 
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at par with these methods in terms of PESQ31 and STOI29 which 
measures signal “quality and intelligibility”. The STOI score is 
0.90 for PixelCNN method. The segmental SNR score is low for 
Pixel CNN as the method works with a time frequency domain 
feature and the segmental SNR score is useful for waveform 
based operations. The SNR score that measures speech quality 
for Pixel CNN is 2.09 at low SNR. The Pixel CNN method gives 
superior performance in enhancing the intelligibility of speech. 
This paper is initial work on the application of the PixelCNN 
architecture for noise removal from speech signal. The method 
demonstrates satisfactory performance for the removal of non-
stationary noises. The method can be trained with different noise 
types at different SNRs, datasets and feature inputs as a future 
scope of the method. 
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