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ABSTRACT 
 

Summarization of text documents has begun to play an 
important role in information collection. 
Summarization has traditionally been done physically 
by humans, which has resulted in a time-consuming 
operation as the volume of data has become more and 
larger. To resolve this issue, automated text 
summarization has become a critical need for 
efficiently managing congested data. Previous research 
on text summarization has focused on summarizing 
pre-specified materials with no extra requirements and 
is sometimes referred to as a generic summary. Automatic document summarization, on the other hand, is the function of reducing the size of 
papers while still providing considerable semantic value. The automatic document summarization method consists of three phases: 
preprocessing, feature vector extraction, and summarization. Efficient preprocessing is crucial for achieving an excellent summarization system. 
These preprocessed documents are used for feature vector extraction, which is used to construct a sentence matrix. The extracted feature vectors 
are then used for summarization, generating a summary as output. The development of recent advances in the communication field has brought 
up deep learning methods and human knowledge intervention with cognitive models.  As a result, this study investigates how modern artificial 
intelligence with optimized deep learning methods, as well as human information processing behavior, structures, and underlying processes, 
might be utilized in document summarization utilizing computational cognitive models.  Based on precision, recall, and F-measure, this study also 
examines the usefulness of these models and their application in diverse document summarizing settings and activities. 
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INTRODUCTION 
The advent of high-speed networks, a huge increase in the 

number of interconnected mobile devices, and the enormous 
growth of social media platforms have resulted in a massive growth 
of textual, audio, and video data available for human use.1 Various 
types of content from news services, movie and product reviews 
and recommendations, online course content, class notes, and 
sports to medical and legal references are in abundance. In addition, 
large organizations generate a large amount of textual and other 
types of data based on internal organizational information and 

client information.2 While this increase in information about 
concepts and processes can help people, it can also bring about 
significant challenges. It is very difficult to find the required, 
relevant information when needed. This problem is compounded 
when the end user of the available information is a human. Humans 
are severely limited in processing a large amount of information.3 
Hence, there is a need for aggregating and condensing the 
information that is available on a topic from disparate sources, and 
in different forms. Even if only the textual information is 
considered, the amount of information that is available for human 
consumption is daunting.4 As humans have difficulty processing 
large texts, summaries of such textual information can help humans 
understand the available information and make effective decisions 
in less time. Therefore, the text document summarization task and 
the currently available methods to create effective summaries of 
input text need to be investigated in detail.5 

Many definitions for Document Summarization (DS) or text 
summarization exist. Summarization aims to perform a reductive 
transformation of the input text into a summary text by performing 
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content condensation and selecting the crucial information in the 
original text.6 A tripartite processing model is assumed in summary 
generation: source text is interpreted to create a source text 
representation, the source text representation is then transformed 
into a summary text representation, and finally, the summary text 
representation is used to generate the summary text.7 It is evident 
that the applications of document summarization are numerous and 
are quite diverse. Hence, identifying better summarization methods 
will help build better solutions in all these application domains.8 
Most existing datasets for document summarization use human-
generated, manual text summaries as the gold standard. Statistical 
and learning model-based methods proposed by various research 
efforts are evaluated against such human-generated summaries.9 
Hence, naturally, the question of whether the human text 
comprehension and summarization processes can be used for 
creating summaries of the text arises. To answer this question, an 
understanding of human cognitive processes is necessary.10 

The technique of automatic document summarization gathers a 
partly configured source text from manifold texts written on the 
identical subject, mines data contents from it, and offers the most 
valuable information to the client in a way, which gives maximum 
solace to the client.11 Deep learning is the emerging field of 
machine learning, which is used to solve problems in several 
computer science domains like image processing, robotics, motion, 
etc. Recently it has also been used in the domain of natural language 
processing with very encouraging results.12 An algorithm is 
considered a deep learning algorithm if the input is passed to the 
algorithm through several nonlinear layers so that the output of 
most modern learning algorithms including SVM and Naive Bayes 
classifier is shallow. Also, the restricted Boltzmann machine 
(RBM) is used to extract the top most relevant sentences from the 
given documents.13 Computational Cognitive Models (CCM) are 
computational implementations of cognitive psychology models. 
Though different definitions of computational cognitive models 
exist in the literature, the significant, widely used definitions are 
given below. A cognitive psychology model is a hypothetical 
understanding of cognition and may be implemented as a 
computational, algorithmic model. Such an implemented 
computational model may make its assumptions and 
interpretations.14 As long as the fundamental cognitive psychology 
model tenets are not violated, the computational cognitive model is 
assumed to be a reasonable algorithmic representation of the 
psychology model. A computational cognitive model implements 
the cognitive psychology model’s processes, components, and 
relations between the processes and components.15 It is a partial 
homomorphism and need not carry over all processes, components, 
and relations present in the original cognitive psychology model. 
However, it does need to preserve whatever relations are carried 
over to the computational model.16 The rapid growth of textual, 
audio, and video data has led to information overload, making it 
difficult to find relevant information. Existing summarization 
methods may struggle to handle the diversity of data, which is 
available in various forms and sources. The summarization process 
can be complex, and existing methods may not always produce 
high-quality summaries. Evaluation standards often rely on human-
generated manual summaries, which can be time-consuming and 

subjective. Understanding human text comprehension and 
summarization processes is essential for creating effective 
summaries. The proposed paper aims to address these limitations 
by focusing on efficiency, handling diverse data types, addressing 
complexity, and understanding human comprehension. By 
addressing these issues, the paper contributes to ongoing research 
efforts in improving text summarization methods. 

Thus, this research tries to find out the efficiency of the recent 
trends like machine learning and cognitive model behavior analyze 
the functioning of the model and finally determine their superiority 
over each other. Cognitive models of behavior are essential for text 
summarization due to their ability to produce summaries that align 
with human comprehension, improve content selection, enhance 
coherence, handle ambiguity, adapt to different text types, consider 
reader expectations, provide a complex evaluation approach, and 
reduce the likelihood of biased or unfair summaries. These models 
bridge the gap between automated summarizing and human 
comprehension by incorporating ethical principles and human-like 
thinking, ensuring summaries are more in line with human reading 
and deciphering. The contribution of the proposed method is: 
• Preprocessing must be done efficiently to achieve an excellent 

summary system. 
• Initial preprocessing steps for the input documents used for 

automatic document summarization include sentence 
segmentation, tokenization, stop word removal, and stemming. 

• The feature vector extraction procedure then uses the 
preprocessed input documents as input. 

• The input for the summarization is the extracted feature vector. 
• Numerous document summarizing methodologies and 

techniques have been documented in the scientific literature that 
are now available on automatic text summarization. 

BACKGROUND OF THE STUDY 
The general architecture of the automatic document 

summarization method consists of three phases namely 
preprocessing, feature vector extraction, and summarization 
process as shown in Figure 2. 

 

 
Figure 2.  Automatic document summarization process 

To achieve an excellent summarization system, preprocessing 
should be done efficiently. Initially, the input documents utilized 
for automatic document summarization are exposed to a set of 
preprocessing steps like, sentence segmentation, tokenization, stop 
word removal, and stemming.17 The preprocessed input documents 
are then used as input for feature vector extraction.18 It is performed 
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for every sentence in each input document. The features will be 
defined as the characteristics of each sentence, which will help 
identify the sentences according to their relevance. The selected 
feature vectors will be used to construct a sentence matrix. The 
matrix contains the feature vectors of each sentence. The row of the 
matrix represents the sentences present in the document and the 
column represents the features extracted from the input document. 
The extracted feature vector is the input for the summarization. 
With the help of the summarization techniques, the resultant 
summary is generated as the output.19 In the available scientific 
literature regarding automatic text summarization, numerous 
document summarization approaches and techniques have been 
listed. The most widely used and effective approaches for document 
summarization are as follows 

BASELINE APPROACHES 
Lead baseline summary20 is typically constructed by selecting 

the lead sentences in documents or at the important locations of the 
document texts such as paragraphs, subsections, etc. The number of 
sentences selected could vary. For example, a lead-3 summary 
would extract 3 sentences from the preferred location (the 
beginning of a document, a paragraph, and a section of the 
document). This approach requires the ability to recognize the start 
of a section of a document. Variations include selecting sentences 
from various parts of the same section such as the beginning, 
middle, and end of the section. The number of sentences selected 
can also vary between implementations.  

A random baseline summary21 is constructed by selecting 
sentences randomly from the input text. In addition to a completely 
random selection of sentences, random selections within sections 
of a document can also be used for constructing the summary. 
These techniques are easier to implement when compared to 
linguistic, graph-based, machine-learning, and cognitive 
approaches. In addition, these techniques are typically very 
efficient. However, due to their simplistic nature and disregard for 
information content and context while creating summaries, the 
effectiveness achieved by the lead and random baseline methods22 
are typically inadequate for practical applications. 

STATISTICAL APPROACHES 
A combination of statistical and semantic similarity has been 

used to create text summaries.23 The given input text sentences were 
converted into a graph structure based on statistical similarity and 
semantic similarity. Text Rank related sentences to find their 
relative importance. Finally, the sentences were grouped based on 
a similarity measure. This work also considered co-references and 
discourse relations for creating the summary. Information 
redundancy was reduced and diversity was enhanced by selecting 
high-scoring sentences from each group and selecting sentences 
from all groups. 

A generic summarization technique using the Latent Semantic 
Analysis (LSA) for identifying the semantic importance of 
sentences has been proposed.24 In Singular Valued Decomposition 
(SVD) based summarization, sentences are represented as high 
dimensional vectors and are reduced to a sentence matrix of a much 
smaller dimension. However, the target dimension might not be 

known. The summarization dataset was the collection of documents 
from Reuter’s collection. The proposed technique was compared 
with Random baselines (aggregate of 10 random baselines) and a 
TF-IDF frequency-based summarizer. Cosine similarities between 
the original text and the produced summaries were used as metrics. 
Though this work proposed that the reduction in dimension using 
SVD25 can be viewed as a semantic reduction of information 
present in the original text, SVD does not make use of any explicit 
or implicit semantic information present in the original text. Hence 
the technique proposed in this work did not exploit all information 
available for summarization. 

Statistical techniques for text summarization typically do not 
make use of linguistic information in the text. However, statistical 
models create probabilistic models that indirectly learn the 
linguistic features present in the text.26 All term frequency-based 
approaches that remove stop words from the original text follow 
Luhn’s approach and are the most basic and common 
summarization techniques. The simplicity of such techniques 
makes them very attractive in real-world applications for their 
efficiency. Methods like LSA make use of well-established 
reduction techniques such as SVD that have been proven across 
domains and applications as the base and hence yield impressive 
results. Hence statistical-based text summarization techniques can 
be used for evaluating other summarization techniques. However, 
not using rich linguistic information in the text is still a gap that 
diminishes the chances of producing human-like summaries. 

CLUSTERING 
A cluster-based conditional Markov random walk (Cluster 

CMRW) model27 has been used for MDS. The random walk model 
was used for evaluating the importance of a vertex based on the 
global information extracted repeatedly from the graph. The 
transition model thus constructed, along with the PageRank 
algorithm28 is used to construct a sentence scoring function. Then a 
penalty awarding procedure was followed to limit redundancy 
amongst the sentences selected. The Cluster CMRW algorithm 
used the cluster information in the links of the graphs based on link 
analysis. Finally, the salience scores of the sentences were 
computed and used for creating the summary. The DUC 2001 and 
DUC 2002 document summarization datasets were used to evaluate 
the proposed Cluster CMRW method.  

However, as the clusters are randomly formed from the 
sentences, the quality of themes in such constructed clusters is not 
guaranteed.29 DS techniques based on clustering approaches report 
good summarization results. Hence these approaches can serve as 
good benchmarks for the DS task. However, such methods are 
language agnostic and do not exploit the rich linguistic information 
available in the text. These techniques, by design, do not store and 
use any knowledge for producing text summaries. 

LINGUISTIC TECHNIQUES 
Word frequency, Code quantity principle, and Text entailment 

had been used to create extractive summaries of text.30 Text 
entailment determines whether a part of a text can be inferred from 
another text. Text entailment could be used to check whether a 
concept and content present in a sentence is present in another 
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sentence and can be used to reduce redundancy. The code quantity 
principle supported the fact that coding elements in a text such as 
syllables, and phrases and their frequency of occurrences could be 
used to measure the importance of a code element and the sentences 
in which the element is present. The sentences that contained code 
elements with the highest importance were used to construct the 
summary. DUC 2002 document summarization dataset and five 
well-known fairy tales and their summaries were used to evaluate 
this approach. MDS using submodular functions and their budgeted 
maximization has been implemented.31 Term frequency – Inverted 
Sentence Frequency (TF-ISF) with cosine similarity measure was 
used to compute the similarity between sentences and against the 
mean vector. This approach used a graph-based representation of 
input text with sentences and vertices and similarity between 
sentences as edges. Cosine similarity based on TF-IDF32 was used 
as the similarity measure between sentences. To create the 
summary, a greedy algorithm that used maximization of the sub-
modular set function with a budget constraint was employed. A 
budget was used to limit the length of the summary. Graph cut and 
redundancy was the submodular functions used to generate the 
multi-document summary. The DUC 2003 document 
summarization dataset was used for development and was used to 
determine the parameters of the created model. 

Linguistic approaches attempt to solve the DS task using human 
understanding and grammar of languages.33 Hence these 
approaches have been quite promising. However, other human text 
processing behaviors, including usage of knowledge and principles 
of knowledge storage and retrieval are typically not used in these 
techniques. The review of the linguistic approaches shows that the 
usage of grammatical and other linguistic elements in the text can 
yield good results for the DS task. 

EVOLUTIONARY METHODS 
MDS had been considered as an optimization problem to 

improve information coverage and reduce redundancy in a 
summary for a specific summary length. This work identified and 
counted unique terms in the input text. These word counts were 
combined to create a mean vector. Then sentences in the input text 
are compared with this mean vector.34 Sentences more similar to 
this mean vector were assumed to be rich in information content 
and were included in the summary. Similarity evaluation between 
the input text sentences was used to remove redundancy in the 
constructed summary.  

The summary content coverage and summary diversity have 
been optimized using the differential algorithm for MDS.35 The 
summarization problem was defined as a discrete optimization 
problem. Each sentence was depicted using a real value and then 
converted to a binary value for differential evolution computation. 
An adaptive crossover rate with a fixed number of iterations of the 
algorithm was used in this approach. 

Each agent in this approach represented a collection of sentences. 
An agent is a binary vector with several dimensions that equal the 
total number of sentences in the input text. The binary value 
represents whether a sentence is included or not in the agent. 
Sentences were represented using the vector space model.36 This 
work used the position of sentences, the relationship of sentence to 

title, length of sentences, cohesion between sentences in summary, 
and the information coverage of sentences in summary as features 
in the fitness function evaluation. Cohesion was defined as the 
similarity between sentences in the summary (an individual) and 
information coverage was defined as the similarity between the 
summary sentences and all sentences in the input document. The 
cosine similarity was used to find the similarity between sentences. 
In the selection step, parents were selected based on Rank selection 
and the Roulette wheel-based approach. The first new individual 
was created using a point cross-over and allowed to exist only if its 
sentences met the summary limit criterion. The second new 
individual was created using the same process, but with the roles of 
the parents reversed. The multi-bit mutation was used as the 
mutation operator. A guided local search was used with sentences 
as characteristics. The cost of an individual was defined as a 
combination of its position in the original text, its similarity to the 
title, and the maximum similarity of the title with all sentences in 
the original document. A penalty for the characteristic was defined 
based on its cost and its previous penalty. The fitness of a 
characteristic was diminished based on its penalty. A restricted 
competition approach was used for replacement of individuals and 
finally, convergence was achieved by selecting characteristics that 
are closer to the overall mean fitness of the population. The number 
of iterations was used as the stopping criterion. 

The literature survey on evolutionary approaches for DS 
suggests that sentence similarity measures play an important role in 
DS.37 In addition, the DUC conference text summarization datasets 
and Recall-Oriented Understudy for Gisting Evaluation (ROUGE) 
metrics are frequently used for the evaluation of DS techniques. 
Most research literature on document summarization refers to and 
compares the evolutionary approaches of text summarization. 
Though evolutionary approaches for DS used sentence location and 
similarity predominantly, these approaches typically do not make 
use of linguistic features in sentences. In addition, the evolutionary 
approaches are very dissimilar to the human text processing 
behavior and hence may never be able to achieve results very close 
to the human summaries. 

GRAPH-BASED TECHNIQUES 
Another document summarization technique constructed event 

graphs based on the event information in the original input text.38 
This method used event-constructed event graphs that were event-
based document models. Sentences in the given input text were 
analyzed and the event anchors (event verbs) in the verb phrases 
and noun phrases of the text were identified by a pre-trained 
classifier. These event graphs contained the connected, sentence-
level event cues that were identified from the original input text. 
Logical regression models that were built from the Time Bank 
corpus were used for event detection and temporal detection. An 
incoming query was matched against each document’s event graph 
structure and higher-ranked results based on similarity measures 
were returned.39 

Lex Page Rank40 is a widely used, prevalent MDS technique that 
assesses the chance of a sentence being included in the summary 
based on the centrality of the sentence. The centrality of a sentence 
is, in turn, based on the centrality of the words in that sentence. 
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Centrality in this context was defined similarly to the prestige 
concept in web document links and social networks. Sentences that 
are similar to a large number of other sentences in the input text 
were designated as prestigious sentences. Sentences were 
represented using the Bag of Words model and each sentence was 
a vector in this model. TF-IDF-based cosine similarity was used to 
measure the similarity between sentences. A cosine similarity 
matrix was constructed based on the cosine similarity of every pair 
of sentences in the original document. This matrix represented a 
sentence cluster. From this sentence cluster, the degree centrality of 
a sentence was computed by removing smaller values in the cosine 
similarity matrix, by assuming sentences as nodes, and by 
undirected links between the sentence pairs (nodes) that have 
higher cosine similarity values. 

In addition, TextRank41 also associates links with weights. A text 
unit in TextRank can be a word, a sentence, or a paragraph. 
Similarly, the links can represent any of the various semantic 
relationships between sentences. Given an input text for DS, 
TextRank identifies the text units and the links (relations) between 
them. Then TextRank constructs the graphical representation of the 
text using the identified text units and the links. The links in 
TextRank represent values computed using semantic overlap 
between words in the connected sentences (nodes) as a similarity 
measure and the results are normalized. TextRank then applies the 
PageRank algorithm on the graph to identify the important nodes 
(sentences) in the graphical representation. The nodes are sorted 
based on their importance and the top-ranked sentences are used to 
construct the summary. 

The summarization techniques that use graphs for creating the 
summary typically use the concept of the importance of a node 
(usually a sentence) in a graph that represents the set of all 
sentences in the input text.42 Even algorithms that use some 
linguistic features in the text do not intelligently exploit all possible 
linguistic features available in the sentences. The literature review 
on the graph-based techniques for DS suggests that sentence 
connectivity between sentences in the input text must be used for 
creating a good summary. In addition, the review also suggests that 
there are possible avenues of improvement based on better usage of 
linguistic features that exist in the text. Hence, an intelligent 
approach rather than a mechanical approach may provide better 
results. This discovery naturally leads us to explore intelligent 
(human-like) cognitive model-based approaches for DS. 

DS USING NEURAL NETWORKS 
Summa Runner43 is a Recurrent Neural Network (RNN) based 

sequence classifier for creating extractive summaries. This RNN 
used GRU units and had two bidirectional layers. It was trained 
using abstractive summaries. Each sentence in the document was 
evaluated and a binary decision about whether to include the 
sentence in the extractive summary was made. The first layer in this 
RNN-GRU network44 learned the sequence of words in the normal 
and reverse directions. The second layer obtained word-level 
learning as input and encoded the sentence-level representations 
using bidirectional sequence. In the second pass, a logistic layer 
decided to include or exclude a sentence from the extractive 
summary. As obtaining extractive summaries for large datasets is 

cumbersome and laborious, this work used the ROUGE score 
computed based on comparing the available abstractive summaries 
with the sentences from the original text that were added one by 
one to the extractive summary. 

 Deep Q-Networks (DQN)45 have been used for extractive text 
summarization. In this approach, each sentence was considered as 
a potential action. The DQN was used to compute the future reward 
potential of each such action. The highest valued action was 
considered as a candidate sentence for the extractive summary. The 
Q-value for an action (sentence) was determined based on the 
information content, its salience, and its redundancy with the 
sentences selected for summary so far. The CNN-RNN and RNN-
RNN networks were used to optimize the computed ROUGE metric 
so that the best summary could be obtained. 

Extractive text summaries have been created using the 
Convolutional Neural Network.46 The word embedding 
representations of the input text were given to the input layer of the 
Convolutional Neural Network (CNN). A convolutional layer was 
used to analyze phrases with a specific number of words and create 
phrase-level representations. Sentence representations were formed 
by the max pooling layer based on the dimensional maximum 
values from the phrase representations. Representations of 
contextual words and average sentence representations were used 
to construct an n-gram model for predicting the next word. This 
approach was an unsupervised learning model as sentence labels 
were not used. Plausible next words were differentiated from the 
noise words using a noise contrastive estimation. Based on sentence 
similarities, a sentence adjacent graph was built. The prestige of a 
sentence was computed using the PageRank algorithm. Finally, an 
objective function based on prestige and diversity along with the 
sentence representations, their similarities, and a summary length 
limit was optimized. 

Shallow Artificial Neural Networks (ANN) were employed to 
create summaries based on the identified features.47 A fuzzy rule 
set and a fuzzy vector of these features were proposed to perform 
extractive text summarization. The final finding was that the fuzzy 
method provided better extractive summaries compared to the 
shallow ANN-based summarizers. 

Artificial Neural Network (ANN) and deep neural networks48 for 
text summarization gain knowledge from available data and use 
such knowledge to create summaries. However, the knowledge in 
neural networks cannot be interpreted and understood by other 
systems or humans. Even transfer learning using the learned, 
available knowledge in neural networks typically does not work 
unless the learned model and target model features are similar. In 
addition, changes in domain, type of information, and documents 
will necessitate re-learning in neural networks. In neural networks, 
any learned contextual information is also un-interpretable. 

COGNITIVE MODELS AND DS 
The system proposed in this work accepted XML or HTML 

documents as input. A parser was used to analyze the sentences and 
extract them from the input text. This system used the event index 
cognitive model indices to summarize the given text content. This 
system performed sentence extraction and then used a parser to 
identify the constituent parse trees of the given text. It then used a 
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custom algorithm to resolve anaphora. Then this technique 
extracted the protagonist, spatial locations, and temporal elements 
from the text using the grammar of the language and a custom list 
of names. Then this system clustered sentences based primarily on 
the protagonist, spatial and temporal indices considering only them 
as essential for content-based relations. Clusters of sentences were 
formed based on the indices and sentences were selected based on 
cluster membership. This process was repeated until a length limit 
of 100 words till the summary size was met. 

The developed system considered the intention index 
identification process as a very vague process. It did not attempt to 
identify noun phrases that champion an intention. This system also 
used parameter values that were not well justified. For example, 
any cluster that was smaller than one-third of the largest cluster was 
discarded. There were no reasonable and sufficient justifications 
provided for such arbitrary actions and arbitrary selection of 
parameter values. This system could not be used for large and 
dynamic text sources due to the cumbersome clustering process as 
it used both vertical indexing and horizontal indexing. 

The Construction-Integration (CI) cognitive model has been 
used for creating text summaries. This specific work recreated the 
text comprehension model and used proposition as the fundamental 
text unit for constructing the summary. The proposed systems 
attempted to create coherent text summaries. It used distributed 
LSA and online LDA to construct the long-term memory content. 
This system tried to make use of left and right neighbors of words 
to construct a context. The proposed system used three types of 
memory, namely, working memory, episodic memory, and long-
term memory. It also used the concept of spreading activation in the 
memories. 

This model did not make use of human emotion, which is a 
fundamental necessity for storing and retrieving knowledge from 
memory. In addition, this model just uses the adjacent words to 
construct the context of a word which is not defensible based on 
semantics or cognitive psychology models. In addition, this system 
is quite complex as it extracts propositions from input sentences, 
and then reverts to identify sentences based on propositions. This 
processing procedure is not defensible based on the CI model or 
any other cognitive process in the human text-processing behavior. 
In addition, the construction integration model does not explicitly 
list the processes and behavior involved in constructing a mental 
representation of a summary. Hence, the proposed system 
developed may not truly reflect human behavior in constructing a 
mental representation of the read text to create a summary. 

Symbolically and numerically represented knowledge using 
variants of semantic nets has been used to construct text summaries. 
This system was constructed using the Learning Intelligent 
Distribution Agent (LIDA) architecture. A perceptive memory that 
stores words and their synonyms, LIDA codes for text processing 
and analysis, and sentence and discourse level text analysis were 
used by the proposed system to identify summary sentences. 30 text 
documents that are not openly and freely available were used for 
evaluating the proposed system. A 70% accuracy based on user 
summaries was reported. The generated and reference summaries 
were not provided. Since the evaluations of the proposed system 
were not standard, the results are neither repeatable nor verifiable. 

Hence, the proposed system may not work with large, dynamic text 
sources. 

Though a few cognitive psychology-based implementations and 
approaches for DS exist, they are severely limited by their stringent 
assumptions and/or limited applications. Even these existing 
techniques for text summarization do not make use of existing 
human memory models and emotions effectively for knowledge 
storage and retrieval. To achieve a performance similar to humans 
in the DS task, the cognitive processes underlying human text 
comprehension and human text summarization behavior should be 
leveraged. In addition, such fundamental cognitive processes, for 
knowledge storage and retrieval, should be effectively integrated 
with prevalent and robust models of human memory. Such an 
integrated solution may deliver text understanding and processing 
behavior and results similar to human text processing behavior. 

Development of deep learning algorithm for retrieving the 
important concepts layer by layer effectively for automatic multi-
document summarization. Apply human text understanding and 
processing behavior and underlying cognitive processes for 
extractive, Multi-Document Summarization (MDS). 

RESEARCH METHOD  
Multi-document summarization is an extension of single-

document summarization in that it constructs a summary from a 
cluster of documents as shown in Figure .3. Multi-document 
summarization has a multitude of applications in real-world 
scenarios such as search engines and news aggregation. Multi-
document summarization has significant, additional challenges 
compared to single-document summarization (SDS). In both SDS 
and MDS, an underlying assumption is that each document is 
reasonably written well. In other words, closely related 
semantically relevant sentences (thematic consistency), very little 
redundancy, and correct sentence structures are assumed in 
individual documents. Hence, a summary obtained by performing 
SDS over a single document will retain part of the structural 
consistency factors. However, in MDS, though individual 
documents may have these attributes, combined text from multiple 
documents need not have a high level of thematic consistency. In 
addition, since the multiple documents considered are about the 
same or similar topics, the combined text is expected to have 
redundancy. Hence a summary created using the text from many 
documents under similar topics may not retain the structural 
consistency of the original single documents. These factors make 
MDS more challenging than SDS. Hence an MDS system must 
have anti-redundancy measures while preserving information 
coverage, recognize and use the temporal dimension cues in the 
text, and perform rigorous co-reference resolution. This research 
developed two models for multi-document summarization and 
examined their performance. 

 

 
Figure 3. Multi-document summarization 
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MDS BASED ON DEEP LEARNING ALGORITHM 
In the proposed method, initially, the input documents perform 

preprocessing and feature vector extraction. The extracted feature 
vector is given as input to the fuzzy model and obtains the 
optimized feature vector. Based on the optimized feature vector, the 
summary is generated by the proposed system. The proposed 
approach consists of the following process preprocessing, feature 
vector extraction, fuzzy model optimized by hybrid genetic Particle 
Swarm Optimization (PSO), deep learning for summarization, and 
summary generation as shown in Figure 4. 

 

 
Figure 4. Flow Diagram for Proposed Methodology 

 
Initially, the input documents are subjected to the preprocessing 

phase. After preprocessing the essential features of the input 
documents are extracted. This is called as feature vector extraction 
phase. The fuzzy model based on hybrid genetic PSO used in the 
proposed approach performs the following processes namely, 
fuzzifier, fuzzy rule base, inference engine integrated by hybrid 
genetic PSO, and defuzzifier. The fuzzifier is used to translate the 
feature vector into linguistic values based on the given membership 
function which in turn is used as linguistic variables for the input. 
It is the most important part of the fuzzy model where the IF-THEN 
rules are defined. 

The Inference engine is used to obtain the input values from the 
fuzzifier which then checks them with the knowledge base to decide 
the significance of the sentence and to optimize for the getting 
expected results. So, to reduce the redundancy in the set of rules, an 
optimization algorithm is used. The optimization algorithm used by 
the proposed approach is a hybrid of GA and PSO. The generated 

set of rules is considered as the initial population P to the genetic 
algorithm as shown in equation (1). The initial population is 
generated based on the knowledge base. Then the rules are listed as 
follows 

𝑃𝑃 = 𝑅𝑅𝑖𝑖      (1) 
IF (s_f1 is very high) AND (s_f2 is high) AND (s_f3 is very 

high) AND (s_f4 is high) AND (s_f5 is very high) AND (s_f6 is 
very high) AND (s_f7 is very high) THEN (sentence is important) 

In this rule, "very high" and "high" are distinct levels of the 
features that are represented by each condition (s_f1, s_f2, s_f3, 
s_f4, s_f5, s_f6, s_f7). The rule states that a statement is important 
if all of these requirements are satisfied concurrently (all features 
must be "very high" or "high"). 

According to the generated rule, the numerical values such as 1, 
2, 3, 4, and 5 are assigned to Very Low, Low, Medium, High, and 
Very High respectively. The numeric values corresponding to each 
rule are extracted from each rule that is generated. The extracted 
values are then stored in a set Ri. In corresponding to the rule 
represented in the above example, the value in Ri becomes written 
in the following equation (2) 
𝑅𝑅𝑖𝑖 =  [𝐹𝐹1 ∶  2][𝐹𝐹2 ∶  4][𝐹𝐹3 ∶  3][𝐹𝐹4 ∶  0][𝐹𝐹5 ∶  0][𝐹𝐹6 ∶ 1][𝐹𝐹7 ∶ 1] 

 (2) 
F1, F2 …F7 represents the feature vector values s_f1, s_f2 … 

s_f7 respectively.  Since the rule Ri holds the value for F1, F2, F3, 
F6, and F7 the numerical values for these features are assigned and 
the values of F4, and F5 are assigned to zero since the rule Ri does 
not hold feature vector values.  

The optimization process starts by initializing the initial 
population. Thus, according to the basic genetic algorithm 
procedure, a fitness function is applied to the rules. The fitness 
function is defined in the following equation (3) 

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = ∑ 𝑤𝑤𝑓𝑓𝑖𝑖 × 𝐹𝐹𝑖𝑖7
𝑖𝑖=1     (3) 

Where wfi is a weighted factor for balancing among the 
parameters and ∑ wfi = 1 

 . Fi represents the feature vector values. 
The rule that holds the maximum fitness value is highly ranked and 
so on. Now, the genetic algorithm triggers the selection process on 
the rules according to their fitness values. Thus, the proposed 
system finds fitness for all sets of rules present in the initial 
population. The aim of the genetic algorithm here is to minimize 
the number of populations by selecting the rules with maximum 
fitness values. Though the initial population contains rules with 
minimum fitness value, are cannot be neglected because the initial 
population is a random selection. Therefore, the initial population 
needs to be processed through cycles of genetic algorithm. 

The further processing related to the rule selector process is the 
crossover. Here each pair of rules is selected from the set P’ and a 
feature crossing option is applied. According to the fuzzier phase, 
each rule contains seven features as attributes. Therefore, the 
crossover operation is applied by selecting a crossover point and 
exchanging the features between the rules. Let us discuss the 
crossover operation defined in the proposed approach through an 
example defined in the following equations (4) and (5).  

𝑅𝑅 [𝐹𝐹𝑖𝑖 ∶  2][𝐹𝐹𝑖𝑖 ∶ 1][𝐹𝐹𝑖𝑖 ∶  3][𝐹𝐹𝑖𝑖 ∶  2][𝐹𝐹𝑖𝑖 ∶ 1][𝐹𝐹𝑖𝑖 ∶ 1][𝐹𝐹𝑖𝑖 ∶
 5]       𝐹𝐹 = 1 2 3 4 5 6 7  (4) 

 𝑅𝑅 �𝐹𝐹𝑗𝑗 ∶ 1��𝐹𝐹𝑗𝑗 ∶  2��𝐹𝐹𝑗𝑗 ∶ 1��𝐹𝐹𝑗𝑗 ∶  2��𝐹𝐹𝑗𝑗 ∶  4��𝐹𝐹𝑗𝑗 ∶  4��𝐹𝐹𝑗𝑗 ∶
5�      𝑗𝑗 = 1 2 3 4 5 6 7  (5) 
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Therefore, to maintain the feature count in each rule as seven, we 
adopt a single-point crossover operation. Thus a random feature is 
selected from both the rules and they are been exchanged. Thus, for 
the above example, the crossover point is considered as feature 
three. Similarly, every rule is selected from the set Plocal and is 
processed for velocity and position update for a single iteration. 
Now rules are again subjected to the selection process and the steps 
are repeated until several best rules are left for processing. The rules 
after the optimization process are stored in a set, which contains the 
top relevant rules for defuzzification. 

The final step of the fuzzy model is the defuzzification of the 
fuzzy sets generated by the fuzzification. In the defuzzification 
process, all the linguistic values obtained from the inference engine 
will be reverted to the crisp values with the help of the fuzzy 
centroid method using the generalized triangular membership 
function which is divided into membership functions. After 
performing the preprocessing and feature vector extraction, the 
extracted features are optimized by the Fuzzy Model. The 
optimized feature vector is given as input to the restricted 
Boltzmann machine. In the summary generation phase, for 
summary generation first task is obtaining the sentence score for 
each sentence of the document. After this step ranking of the 
sentence is performed and the final set of sentences for text 
summary generation defining the summary is obtained. 

 
Algorithm 1: Text Summarization Based on Human Behavioral 
Learning Model 
Input: Raw Text Document 
Step 1: Start by performing data preprocessing on the input images 
Step 2:  Extract feature vectors from the preprocessed images 
Step 3: Fuzzy Model Optimization using Hybrid Genetic PSO 
Step 3.1: Initialize the parameters of the fuzzy model. 
Step 3.2: Define the fitness function that evaluates the quality of the model's 
output summaries. 
Step 3.3: Use a hybrid Genetic Algorithm (GA) and Particle Swarm 
Optimization (PSO) approach to optimize the fuzzy model's parameters. 
Step 3.4: Iterate through multiple generations, applying genetic operations like 
selection, crossover, and mutation, as well as PSO swarm updates to find the 
best model parameters. 
Step 3.5: The optimized fuzzy model will be used to assign importance scores 
to sentences. 
Step 3.6: The optimized feature vector is given as input to the restricted 
Boltzmann machine. 
Step 4: Deep Learning for Summarization 
Step 4.1: Train a deep learning model (e.g., a neural network) for 
summarization. 
Step 4.2: Use the feature vectors and the optimized fuzzy model to guide the 
deep learning model. 
Step 4.3: The deep learning model learns to generate summaries by considering 
the importance scores assigned to sentences. 
Step 5: Summary Generation 
Step 5.1: Apply the trained deep learning model to the preprocessed text. 
Step 5.2: Generate a summary by selecting the most important sentences or 
content based on the learned model. 
Step 5.3: Combine the selected sentences to create the final text summary. 
Output: Text Summary 
End of Algorithm 

DS Using Cognitive Learning Model 
The Knowledge-Based Event-Index (KB-EI) computational 

cognitive model combines the event-index cognitive psychology 
model, hierarchical human memory model, and usage of emotion 

to store and retrieve declarative knowledge elements from memory. 
KB-EI model uses this combination to create a multi-document 
summary from a given text document. When new information is 
stored in a memory element, the KB-EI model attaches emotion to 
the element. This emotional component attached to the knowledge 
element is increased or decreased in strength based on the element’s 
usage under specific contexts. As knowledge elements’ chances of 
retrieval from memory are based on the emotional component 
attached to them, the KB-EI computational cognitive model is 
adaptive. 

The learning phase in the KB-EI computational cognitive model 
is further divided into multiple learning episodes. In each learning 
episode, the KB-EI model analyses a large number of natural 
language documents to teach the intra-sentential, explicit causality, 
and intentionality relations that exist in the documents. The overall 
processing of documents and creation of causality and 
intentionality relations in episodic and semantic memories by the 
KB-EI computational cognitive model. 

KB-EI model performs topic extraction on the document to 
identify the existing topics in the document. The set of topics in a 
document constitutes the context of the document. 

𝐶𝐶𝐶𝐶𝐹𝐹𝐹𝐹𝐹𝐹𝐶𝐶𝐹𝐹𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = {𝐹𝐹|𝐹𝐹 ∈ 𝐹𝐹𝐶𝐶𝑡𝑡𝐹𝐹𝑡𝑡 𝐹𝐹𝐹𝐹 𝐹𝐹ℎ𝐹𝐹 𝑑𝑑𝐶𝐶𝑡𝑡𝑑𝑑𝑑𝑑𝐹𝐹𝐹𝐹𝐹𝐹} (6) 
The topic extraction function of the KB-EI model analyzes a 

document to determine the main topics or subjects that are covered 
in the text. The primary concepts or subject areas covered in the 
document are represented by these extracted topics. The topics that 
were taken out of the document serve to fundamentally establish its 
context or main subject matter. 

The sentences in the document and the words in the sentences 
are identified using sentence identification and word extraction 
techniques. Part of Speech (POS) identification and Named entity 
recognition (NER) are used to recognize protagonists, and spatial 
information in the text. KB-EI model uses Time ML and Clear TK-
Time ML classifiers and models for identifying and ordering 
temporal information in the text. Temporal event cues in the text 
are extracted using the temporal text connectives such as before, 
after, dates, and temporal propositions such as on, at, and temporal 
functions. 

Synonyms of the verb cause and low ambiguity causal verbs are 
used to identify the intra-sentential, explicit causal relations. 
Synonyms of the word intention are used to identify the explicit 
intentionality relations. The KB-EI model associates every 
identified intention in the document text with a protagonist. The 
event-index model indices in the KB-EI model’s learning phase are 
defined similarly to the indices definitions in the CR-GP model. 
Causality relations and intentionality relations are stored in the 
episodic memory along with emotion. For causality relations, 
valence is defined as the combination of the cause in the relation 
and the context of the document. For a causal relation, CR, valence 
is computed as shown in Equation 7. 

𝑉𝑉𝑉𝑉𝑉𝑉𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐶𝐶𝐶𝐶  =  𝐶𝐶𝑉𝑉𝑑𝑑𝐹𝐹𝐹𝐹𝐶𝐶𝐶𝐶  +  𝐶𝐶𝐶𝐶𝐹𝐹𝐹𝐹𝐹𝐹𝐶𝐶𝐹𝐹𝐷𝐷𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  (7) 
Where 𝐶𝐶𝑉𝑉𝑑𝑑𝐹𝐹𝐹𝐹𝐶𝐶𝐶𝐶  may refer to a variable or element included in a 

model's causality relations. It might stand for the cause or causing 
component in the particular relationship or occurrence. The actual 
values it accepts will vary depending on the input or data being 
processed. 
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𝐶𝐶𝐶𝐶𝐹𝐹𝐹𝐹𝐹𝐹𝐶𝐶𝐹𝐹𝐷𝐷𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  probably refers to information or elements 
found in the document that gives context. It might contain specifics 
on the topic, setting, or historical backdrop of the document. The 
values would vary based on the document's content that was being 
examined. 

A cause-and-effect link within a text's cause-and-effect sequence 
has an emotional or evaluative component, which can be measured 
using valence in the context of causality relations (𝑉𝑉𝑉𝑉𝑉𝑉𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐶𝐶𝐶𝐶  ). In 
this sense, "valence" refers to the emotional tone or attitude that the 
cause in the causality relation conveys as well as how it relates to 
the document's overall context.  

Similarly, for intentionality relations, valence is defined as the 
combination of the protagonist along the context of the document. 
For an intentional relation, IR valence is computed using 

𝑉𝑉𝑉𝑉𝑉𝑉𝐹𝐹𝐹𝐹𝑡𝑡𝐹𝐹𝐼𝐼𝐶𝐶  =  𝑃𝑃𝑃𝑃𝐶𝐶𝐹𝐹𝑉𝑉𝑃𝑃𝐶𝐶𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐼𝐼𝐶𝐶  +  𝐶𝐶𝐶𝐶𝐹𝐹𝐹𝐹𝐹𝐹𝐶𝐶𝐹𝐹𝐷𝐷𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑   (8) 
Where ProtagonistIR values could indicate the identities or 

characteristics of the primary character or focal point (protagonists) 
related to intentionality relationships. 

Valence in intentionality interactions (ValenceIR) is an important 
component for comprehending the emotional and evaluative 
elements of intents. It supports the interpretation of human 
behavior, weighs the moral weight of choices, and shapes how 
intentions are interpreted in a range of situations, such as 
storytelling, communication, and dispute resolution. 

Arousal for both causality and intentionality relations is defined 
as the number of times a relation was used during the learning 
episode. The emotional attribute core affect is constructed using 
valence and arousal and is attached to the learned relation. Each 
time a relation is stored or retrieved the arousal attached to the 
relation is increased. The KB-EI learning phase algorithm 
processes all documents in the document corpus. Hence the time 
and space complexity of the algorithm depends on the number of 
documents in the document corpus. In addition, the number of 
topics identified in each document, and the number of causal 
relations and intentional relations present in each document 
influence the time and space complexity of the algorithm. 

Relations that already exist in the semantic memory are further 
strengthened in their arousal value in their existing, attached core 
affect components. New, unseen relations are added to the semantic 
memory along with their attached emotional attributes, core affect 
components. As a result, the semantic memory contains the 
knowledge of causal and intentional relations and can be used as 
the knowledge base for such relations during the summarization 
phase. This knowledge base is a significant, fundamental 
enhancement over CR-GP. Hence this variation of the EI 
computational cognitive model for text summarization is known as 
the Knowledge-based EI computational cognitive model (KB-EI). 
The KB-EI algorithm for copying learned causal and intentional 
relations in a learning episode to semantic memory. The KB-EI 
semantic memory update algorithm processes all causal and 
intentional relations stored in the episodic memory during a 
learning episode. Hence the time and space complexity of this 
algorithm are dependent on the number of such relations in the 
episodic memory and the complexity involved in accessing the 
episodic and semantic memories. 

During the summarization phase, the KB-EI computational 
cognitive model for text summarization creates a summary of a 
given text document. The overall processing of a multi-document 
to create its summary by the KB-EI computational cognitive model 
during the summarization phase. NLP techniques used in the 
learning phase including sentence identification, word extraction, 
POS tagging of words, NER, and coreference resolution are 
performed to extract the linguistic features present in the text. In 
addition, the explicit causality relations and intentionality relations 
in the text are extracted in the learning phase. However, in the 
summarization phase, additional, implicit causality relations and 
intentionality relations present in the text are also identified. If a 
cause or effect of a causality relation present in the semantic 
memory is present in a sentence of the input text, the corresponding 
effect or cause is searched for. The text document’s context, based 
on the topics present in the document, is used to identify the 
corresponding effect or cause. If the matching effect or cause is 
found in another sentence, an implicit causal relation between the 
sentences is assumed. Hence, causal relations that are not explicitly 
defined in the input text are identified by the KB-EI computational 
cognitive model. In addition, the KB-EI model does not assume or 
require the cause and effect to be present in a sequential manner in 
the text. Hence KB-EI model can identify any already learnt causal 
relation present in the input text. If there is more than one possible 
causal relation that matches the semantic memory for a cause or 
effect, the causal relation with the highest arousal value is chosen. 
During a relation search, a partial match of all topics in the 
document is used to find a similar context in the knowledge base in 
the semantic memory. Each time a relation is used or retrieved from 
semantic memory, the arousal value in the associated core effect is 
incremented. 

The KB-EI computational cognitive model for text 
summarization uses the cognitive processes defined for 
constructing situation models to understand the text by humans, as 
illustrated by the EI cognitive psychology model. In addition, it 
uses the hierarchical human memory architecture and uses emotion, 
in the form of core affect and its dimensions, to store and retrieve 
knowledge elements from the knowledge base constructed through 
learning experiences earlier. Hence, the KB-EI computational 
cognitive model closely follows the human cognitive processes and 
structures for reading and understanding a text. 

RESULT AND DISCUSSION 
DATASET DESCRIPTION 

DUC 2002 document summarization dataset contains 59 
document sets and an average of 10 documents (NIST 2002b). 
DUC 2002 document summarization provides both multi-
document summaries and single-document summaries. The nature 
and types of source documents and the structures for single 
document summaries in the DUC 2002 dataset are similar to the 
ones in DUC 2001. Each document has two manually created, 
abstractive, references for each document summaries. Both manual 
summaries are used for the evaluation of all document summaries 
created by DS methods evaluated in this research work. 
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PERFORMANCE EVALUATION 
Finally, the salient sentences are extracted based on the sentence 

score derived by the deep learning algorithm concerning the 
compression ratio. For experimentation, the summary is generated 
for different compression ratios and the generated summary is 
evaluated with the help of evaluation measures such as precision, 
recall, and f-measure. The computed evaluation measures for 
compression ratio = 40, 50, and 60 are given in Table 1. 

Table 1: Performance of deep learning model for various compressive ratio       
Compression ratio Precision Recall F-Measure 

40 0.95 0.7595 0.8441 
50 1 0.7600 0.8636 
60 1 0.7890 0.8821 

 
The deep learning approach has offered 0.95, 0.7595, and 

0.8441 for precision, recall and F-measure respectively which is for 
a lower compression ratio is 40. While comparing with the existing 
query-oriented deep extraction system, the deep learning algorithm 
integrated with fuzzy model the value is increased to 1, 0.78, and 
0.88 for compression ratio = 60 with a standard deviation range 
value of 1 as shown in Figure 5. 

 
Figure 5. Performance of deep learning model for various compressive ratio 

 
The mean precision and recall values are averages of precision 

and recall achieved by the various methods across the documents 
in the DUC 2002 document summarization dataset. KB-EI,49 
LexRank,50 and TextRank51 which have been utilized in text 
summarization selected and worked with the DUC 2002 dataset, 
and the results obtained are given in Table: 2. KB-EI, LexRank, and 
TextRank produced the best results in prevalent MDS techniques 
as shown in Figure 6. However, KB-EI performed significantly 
better than all other compared techniques and achieved an overall 
improvement of 18% in mean precision, 20% in mean recall and 
19% in F-measure with standard deviation of range is 1. 

 
Table 2: Performance of cognitive model for various learning methods 

Cognitive method Precision Recall F-Measure 
KB-EI  0.1774 0.2025 0.1869 

LexRank 0.1437 0.1652 0.152 
TextRank 0.1419 0.1682 0.1524 

 
Figure 6. Performance of cognitive model for various learning methods 

COMPARATIVE ANALYSIS 
The comparative analysis given in Table 3 was performed to 

evaluate the performance superiority of both summarization 
models. The results clearly showed that both the model 
performances are similar. Yet, deep learning performs higher than 
the cognitive model as shown in Figure7 due to its optimization and 
advances. However cognitive models have a better possibility to 
attain better results in the future with required updations. 

 
Table 3: Comparative performance of deep learning and cognitive model 

Method used for MSD Precision Recall F-Measure 
Deep learning model 1 0.7890 0.8821 
Cognitive model  0.7 0.8025 0.1869 

 

 
Figure 7. Comparative performance of deep learning and cognitive model 

The effectiveness of the designed computational cognitive 
models has been analyzed based on the quality of summaries 
created by these models using standard document summarization 
datasets and evaluation metrics. The validity and consistency of the 
obtained results have been verified using statistical measures. 
These experimental results have proved that the document 
summarization models designed in this research work achieve 
significantly better results than prevalent document summarization 
systems. The effectiveness of the computational cognitive models 
for document summarization designed in this research work makes 
them applicable in varied scenarios and highly relevant to current, 
real-world applications. 
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Table 4. Comparative results of deep learning with traditional 
machine-learning models. 

Model Recall Precision F-Measure 
Logistic Regression 0.42 0.34 0.36 

AdaBoost 0.49 0.48 0.46 
Gradient Boost 0.50 0.59 0.45 
ANN 0.29 0.08 0.13 
kNN 0.35 0.36 0.37 
Deep learning model 0.7890 1 0.8821 

 

 
Figure 8. Comparative results of deep learning with traditional 
machine-learning models 

 
The results of this study set out to measure how well the 

proposed deep-learning model performed in comparison to other 
machine-learning models. Table 4 shows that the proposed deep 
learning model is compared with traditional machine learning 
algorithms like Logistic Regression, Ada-Boost (Adaptive 
Boosting), Gradient Boost, ANN (Artificial Neural Network), and 
KNN (K-Nearest Neighbor) in terms of precision, recall, and F-
measure values. The comparison result shows that the proposed 
model attained the highest performance than the traditional 
machine learning algorithms by achieving the highest precision 
value of 1, the highest recall value of 0.7890, and the highest F-
measure value of 0.8821 due to its capacity to automatically extract 
complex features, handle longer documents effectively, and 
leverage pre-trained language models for improved performance. 

DISCUSSION  
In today's environment, which is so data-rich, the design of an 

autonomous text summarizer is crucial. Providing readers with a 
succinct overview of each document would ease the suffering 
people experience while reading massive volumes of data. Based 
on human-created summaries, we have designed an automated text 
summarizer.  Based on the rules established from an 
optimized deep-learning algorithm and a computational cognitive 
model, it provides a summary.  The outcomes of the experiment 
show that our strategy is workable. Even the optimized deep 
learning method yielded acceptable performance.  The assignment 
was effectively performed by two algorithms we took into 
consideration, and their performance was superior to that of the 

traditional machine learning methods. Particularly, the proposed 
optimized deep learning algorithm in our system outperformed the 
alternative methods. 

Furthermore, deep learning models can be enhanced on 
particular summarising tasks, enabling transfer learning from 
previously learned language models. The requirement for huge 
labeled datasets, which may be expensive and time-consuming to 
produce, is considerably decreased as a result. Compared to 
traditional machine learning models, fine-tuning a pre-trained 
model on a particular summarization task frequently results in 
higher performance because deep learning models have previously 
acquired complex language representations from a large amount of 
text. In conclusion, deep learning performs at text summarization 
because of its ability to automatically extract intricate features, 
efficiently handle larger texts, and take advantage of already-
trained language models for enhanced performance. These benefits 
make deep learning an effective and flexible method for 
summarising text, helping to provide more precise and contextually 
relevant summaries for a variety of applications. 

CONCLUSION 
Document summarization has become a significant information 

retrieval problem due to the explosion of textual information. 
Document summary is useful in a wide range of real-world 
applications. Although many document summarization techniques 
exist, they do not accurately reflect human summarization behavior. 
Human-created summaries like deep learning and computational 
cognitive models are used as recent summaries in most standard 
document summarization datasets showing that human text 
summarization behavior is superior to existing document 
summarization techniques. This research work has explored the 
human text summarization behavior and the underlying processes 
to design a comparative computational study of both 
summarization techniques. Based on the precision, recall, and F-
measure it is clear that deep learning models are currently working 
efficiently with required optimization. Also, the computational 
cognitive model has better efficiency but requires more focus in the 
future to improve their applicability in text summarization. 
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