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ABSTRACT 
 

Hundreds of advertisement images are 
generated daily around us. They are composed of 
with different contents.  A few of these are only 
with object(s), some of these are only with text 
and rest is with both object(s) and text as 
content. Out of these some are remembered and 
rest of them goes out of mind. More memorable 
advertisement images convey their messages 
more conveniently to the end users. The degree or extend to which these advertisement images are remembered or forgotten is matter of 
concern for the product owners or sellers. In this paper we try to analyze the correlation between the image memorability and the image content 
at object and text level, and also try to predict the advertisement image memorability using modular deep learning. For these purposes we 
conducted a memory game and proposed a modular neural network using ResNet-50. Result analysis from our proposed model MResNet and 
ResMem revealed that images with only text as content are more memorable and text as content modifies the memorability of an image. Also 
from the memorability game, it was found that memorizing ability decreases when the task of memorization increases. 
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INTRODUCTION 
People generally remember what is interesting to them in an 

advertisement. The creative elements in advertisement, those leave 
long-lasting memories, need to deliver on intended purpose of the 
advertisement image. We come across hundreds of advertisement 
images daily generated by different electronic and print media. 
They can have different contents. Out of these, a few are with only 
object(s), some of these are with only text and rest are with both 
object(s) and text as content. Out of these some are remembered 
and rest of them goes out of mind. So, we need a measure to 
quantifying the remembrance or forgetfulness of an image. Image 
memorability can address this. 

Image memorability can predict which images are memorable. It 
is defined as the degree to which an image is remembered in future 
after exposition. Memorability is an intrinsic feature of an image 
and independent of observers1,2. Memorability is a parameter which 
can be measured, described, predicted, or even can be changed3.  

 

 
Figure 1. Image without text, image with embedded text4  
(Downloaded and edited). 

 
But what makes an image memorable? Is it only a matter of 

attention and context? Consider the images in Figure 1. Both the 
images have some distinct objects: a singing man, some audiences, 
some lights, etc. All the objects are almost distinct and draw almost 
equal attention in the first image. But when we embed some 
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informative text on the image (example “one man is playing a 
Guitar”), all the objects except the man who is playing a guitar get 
little attention and are ignored to some extent. Viewers mainly 
concentrate on the textual area of the image and the man with guitar. 
This suggests that text along with object have impact in perceiving 
content of an image. 

Image influences memory. Textual information, which describes 
an image or part of an image, may enhance the memorability. 
Mostly the advertising industries use images those have text 
embedded on them. They use text in such a way that they convey 
optimum information to the end users. The informative text along 
with object influences the mind and has an impact on the 
memorability. 

BACKGROUND 
Different people have different memorizing capabilities for 

different visual cognitive events5. Though there are differences, 
Isola et al.6 made the first attempt to prove computationally that 
people consistently remember some images with details and forget 
the rest. They designed a memorability game and presented a series 
of images in a sequence to the observer and asked them to detect 
repetitive images in that sequence. Then they calculated a 
memorability score for each image, which is the rate an image was 
being remembered in a sequence after the image was shown for a 
single time. They used GIST, SIFT, HOG and SSIM features to 
train the SVR. Khosla et al.7 used different image attributes such as 
gradient, color, texture, shape, saliency and semantic to represent 
more memorable or forgettable regions within an image. 

Khosla et al.8 designed the first deep learning based model, 
MemNet, for predicting image memorability. They used AlexNet9 
for their model and used LaMem dataset which consists of 60,000 
images. Kim et al.10 investigated the correlation between image 
memorability and the spatial features of object such as location and 
size, and relative unusualness of object’s size. Moreover, 
Basavaraju et al.11 proposed three models: SVR_OMP, 
DCNN_OMP_I and DCNN_OMP_II which utilized object’s 
spatial-size and spatial-location to predict the object’s 
memorability.  The DCNN_OMP_II model used modular approach 
using AlexNet. Basavaraju et al.12, in another work, designed FOD-
MemNet which utilized depth and motion features to predict the 
memorability. 

Fajtl et al.13 proposed an image memorability estimation model, 
AMNet, to investigate the influence of attention mechanism on 
image memorability estimation. Yoon et al.14 investigated the 
relationship between the object spatial composition and 
memorability of image using deep neural network based on coarse 
scene parsing. Praveen et al.15 designed ResMem-Net which 
combines ResNet-50 and a LSTM to predict image memorability. 
Recently, Needell et al.16 designed ResMem, ResMemRetain and 
M3M architectures based on ResNet17 and AlexNet9 to utilize 
semantic information to predict memorability. Hagen et al.18  used 
vision transformer to develop ViTMem to analyze relation between 
semantic content and image memorability. Banna et al.19 developed 
a graph embedded model to utilize the spatial structural features 
found within the image. 

Words which are emotionally aroused and easily visualized are 
recalled better20. According to Tuckute21 words are as memorable 
as picture and have intrinsic properties. Also Borkin et al.22 found 
that text and human recognizable objects are key in visualization 
and help in recalling the visualization. Some other works23–26 
studied the influence of text along with other features in 
determining the video memorability. But according to our best 
knowledge, the influence of text in determining the image 
memorability has not been studied yet. 

EXPERIMENT 
Creation of Dataset 
To conduct our experiment we collected images from Pitt Image 

Ads Dataset27. Our dataset consists of 2000 images, out of which 
400 images were used as target images and rest were used as filler 
images, and named it as Adv_Text_Object Dataset. Then we 
divided the collected images into 4 content categories: 

1. Category 1: 100 target images with only object(s) as content 
(may contain very few text which can be ignored). 

2. Category 2: 100 target images with only text as content. 
Considered both decorative and plain text (may contain 
negligible amount of object(s), shapes, lines, etc.). 

3. Category 3: 100 target images with both object(s) and text 
as content. 

4. Category 4: Same 100 target images from Category 1, but 
text are added manually 

 

 
Figure 2. Structure of Adv_Text_Object Dataset. 
 

Calculation of Ground-Truth Memorability 
To calculate the ground-truth memorability score, total 50 

undergraduate students of Moridhal College (Dhemaji - 787057, 
Assam, India) were engaged in a memory game. There were 30 
male and 20 female participants aged between 18 and 21 years. We 
divided the game in 4 sessions. 

 
Session 1:  Each participant got 5 target images,      
  Each image repeated 3 times,      
  Game size: 200 image (target + filler)  
Session 2:  Each participant got 5 target images,      
  Each image repeated 4 times,      
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  Game size: 300 image (target + filler) 
Session 3:  Each participant got 5 target images,      
  Each image repeated 5 times,      
  Game size: 400 image (target + filler)  
Session 4:  Each participant got 5 target images,      
  Each image repeated 6 times,      
  Game size: 500 image (target + filler) 

Category 1 Categoty 2 Category 3 Category 4 

    

    

    

    

    
Figure 3. Sample images from each category of Adv_Text_Object. 

 
As the session progresses, the number of repetition of target 

images and game size were increased. This was done to analyze the 
participants’ memorizing ability when the task of memorization of 
image increases. Each target image was presented for duration of 1 
second with an interval of 1 second. Each participant got total 20 (4 
sessions x 5 target images) images for memorability task. Each 
target image got repeated 18 (3 times in session 1 + 4 times in 
session 2 + 5 times in session 3 + 6 times in session 4) times in the 
whole game and repeated after minimum 20 images in each session. 

 
Figure 4. Memorability game for ground-truth memorability 
calculation. 

 
To calculate the memorability score, we followed the work by 

Isola et al.6. Memorability score was calculated by 

𝑀𝑀𝑀𝑀 =  𝐻𝐻
𝑁𝑁

                                    (1) 

Where, 
 𝑀𝑀𝑀𝑀  = memorability score, 
 𝐻𝐻  = number of correctly detection of repeated image,  

𝑁𝑁  = number of repetition i.e. the number of exposition 
of image to the  participants. In our work N = 18 (3+4+5+6) 

 
To evaluate the human consistency of our dataset, we used 

Spearman’s Rank Correlation28. At first, we randomly divided the 
memorability scores of target images into two equal sets. Then we 
calculated the Spearman’s Rank Correlation between the two sets 
of memorability scores. We repeated this process for 10 random 
splits and averaged the Spearman’s Rank Correlation to get the final 
score. 

 
Table 1: Memorability scores of Adv_Text_Object dataset. We 
combine the Category 3 and Category 4 as images from both the 
categories have object(s) and text as their contents. 

 Category 
1 

Category 
2 

Category 
(3+4) 

Whole 
Dataset 

Average 
Memorability 

Score 
0.7744 0.7394 0.7878 0.7724 

Spearman’s 
Rank 

Correlation 
- - - 0.51 

 
Methodological Approaches 
For our experiment we consider two deep neural networks: 

MResNet (proposed) and ResMem. Since our training dataset is 
small, we used modular approach proposed by Anderson et al.29 in 
our model.  

 

 
Figure 5. Architecture of MResNet. 

 
To predict the memorability score, we proposed a modular 

approach named MResNet (Modular ResNet). In this approach, we 
use two ResNet-50 networks in parallel. The ResNet-50 in the 
lower stack is a pre-trained residual network trained on ImageNet30 
dataset. During the training process of our approach, this pre-
trained ResNet-50 is not allowed to being learned. So this ResNet-
50 retains the previously learned features. The ResNet-50 in the 
upper stack is allowed to learn new features during training process. 
The features from the both pre-trained and newly-trained networks 
are feed to the fully connected layer. This layer then passes the 
output to Sigmoid function which generates the memorability 
prediction score ranges between 0 and 1. Mathematical 
representation of the approach is 
 
𝑌𝑌 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆([𝑁𝑁𝑁𝑁(𝑥𝑥,𝑤𝑤 = {𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃}),𝑁𝑁𝑁𝑁(𝑥𝑥,𝑤𝑤∗ = {𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃})])    (2) 
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Where, 
𝑌𝑌  = predicted class level,  
𝑁𝑁𝑁𝑁 = ResNet-50,  
𝑥𝑥  =  input for the ResNet-50 network,  
𝑤𝑤 = trainable weight initialized with the weights of the 

pre-trained ResNet-50 (PTRes)  
𝑤𝑤∗ = non-trainable weightinitialized with the weights of 

the pre-trained ResNet-50 (PTRes) i.e. kept frozen from being 
learned during the training process. 

 
The training process is carried out by fine-tuning MResNet on 

the Adv_Text_Object Dataset. The dataset is divided into training 
and testing sets in the ratio of 8:2 respectively. 1600 images are 
used for training purpose and 400 images are used for testing 
purpose. We only train the network in the upper stack of the 
MResNet. 

The model is set for 20 epochs with batch size 32. Since 
prediction of memorability is a regression task, we used L2 (Least 
Square Error) loss function. Equation (3) represents the 
mathematical definition of L2 function: 

𝐿𝐿2 =  ∑ (𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖 −  𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖)2𝑛𝑛
𝑖𝑖=1                                (3) 

Where, 
 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖  = Ground-truth memorability score of ith image 
 𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖  = Predicted memorability score of ith image  
 

Pseudo Code: MResNet training process 
1. Data: Image 
2. Result:𝑃𝑃𝑃𝑃𝑃𝑃            Predicted Memorability Score 
3. while not conversed do 
4.       𝐿𝐿𝐿𝐿𝑢𝑢𝑢𝑢_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖 = 𝑓𝑓𝑢𝑢𝑢𝑢_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝛼𝛼𝑖𝑖 ,𝛽𝛽𝑖𝑖)  → 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 
5.       𝐿𝐿𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖 = 𝑓𝑓𝑝𝑝𝑝𝑝𝑝𝑝_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝛼𝛼𝑖𝑖 ,𝛽𝛽𝑖𝑖)  → 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 
6.       𝑃𝑃𝑀𝑀𝑀𝑀𝑖𝑖′ =  𝑤𝑤𝑖𝑖𝐿𝐿𝐿𝐿𝑢𝑢𝑢𝑢_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖 +  𝑤𝑤𝑖𝑖

∗𝐿𝐿𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖 
7.       𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖 =  1

1+ 𝑒𝑒−𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖′
 

8.       min
𝑤𝑤𝑖𝑖,   𝑤𝑤𝑖𝑖

∗ 𝐿𝐿 =  𝐿𝐿2 +  𝜆𝜆∑ 𝜔𝜔𝑖𝑖𝑖𝑖
2𝑛𝑛

𝑗𝑗=1  

9. end 
 
Where, 
 𝐿𝐿𝐿𝐿𝑢𝑢𝑢𝑢_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖 = Learned image features by untrained  

       module 
 𝐿𝐿𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝_𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑖𝑖 = Learned image features retained from pre- 
                                  trained module, but kept frozen from  

        being learned 
 𝛼𝛼𝑖𝑖 ,𝛽𝛽𝑖𝑖 = Image features, parameter 
 1

1+ 𝑒𝑒−𝑃𝑃𝑃𝑃𝑃𝑃𝑖𝑖′
 = Sigmoid function 

 𝐿𝐿 = Loss function 
 𝜆𝜆 ∑ 𝜔𝜔𝑖𝑖𝑖𝑖

2𝑛𝑛
𝑗𝑗=1  = L2 regularization 

 

RESULT AND DISCUSSION 
The performances of our proposed model (MResNet) and 

ResMem were analysed using Average Memorability Score (AMS) 
and Spearman’s Rank Correlation (ρ). Average Memorability 

Scores were calculated for each Category 1, Category 2, (Category 
3+4) and for whole dataset. Table 2 represents the comparison 
among the Average Memorability Scores (AMS) of Ground-truth 
memorability, MResNet and ResMem. The AMS value of Category 
2 of MResNet and ResMem indicate that images with only textual 
information are most memorable while the AMS value of Category 
2 of Ground-Truth memorability indicates that images with only 
text are least memorable. 
 

Table 2: Comparison of Average Memorability Scores 
 Category 1 Category 2 Category 

( 3 +  4) 
Whole 
Dataset 

Ground-
Truth 

Memorability 
0.7744 0.7394 0.7878 0.7724 

MResNet 0.7844 0.8220 0.7970 0.8001 
ResMem 0.8436 0.8976 0.8538 0.8625 

 
On the other hand, Average Memorability Scores (AMS) of 

Category 1 calculated by MResNet and ResMem are the lowest. It 
indicates that image with only object(s) as content are least 
memorable. While according to Ground-Truth memorability, AMS 
of images from Category (3 + 4) is the highest i.e. images which 
contain both object and text are most memorable. 

Consistency performances were evaluated using Spearman’s 
Rank Correlation (ρ). It was first calculated between ground-truth 
memorability scores and predicted memorability scores by 
MResNet, then calculated between ground-truth memorability 
scores and predicted memorability scores by ResMem and at last 
calculated between predicted MResNet scores and ResMem scores. 
From Table 3 it is found that in first two cases Spearman’s Rank 
Correlations are negative and in the last case it is positive. It 
indicates that both MResNet and ResMem models behave 
similarly. 
 
Table 3: Comparison of Spearman’s Rank Correlation 

 Spearman’s Rank 
Correlation (ρ) 

Between Ground-truth Scores and 
MResNet Scores 

-0.03724 

Between Ground-truth Scores and 
ResMem Scores -0.05115 

Between MResNet Scores and 
ResMem Scores 0.942185 

 
Table 4 and Table 5 represent the comparison between the 

memorability scores of images without text content and with text 
content. Memorability scores of images from Category 1 and 
Category 4 are compared here. It is seen from the Table 4 and Table 
5 that if we add text to an image, it modifies the memorability 
scores. In our most cases, text increases the memorability scores. 
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Table 4: Comparison of memorability scores of some images 
without and with embedded text 

Images Memorability Score 

Without Text With Text Without 
Text 

With 
Text 

  

0.7498 0.7989 

  

0.8902 0.908 

  

0.811 0.8471 

  

0.7574 0.8239 

  

0.8803 0.8568 

 

Table 5: Comparison of average memorability scores of images 
without text (Category 1) and with text (Category 4) 

 Without Text 
(Category 1) 

With Text 
(Category 4) 

Average Memorability Scores 0.8436 0.8515 
 

Table 6: Comparison of average hit percentage against image 
repetition 

No. of Repetition of 
Target Images in 

Each Session (NR) 

Average Hit in 
Each Session 

(AH) 

Average Hit 
Percentage 

(AH/NR) x 100% 
3 2.6 90 
4 3.5 87.5 
5 4.1 82 
6 3.7 61.67 

 
Table 6 represents the participants’ memorizing ability when the 

task of memorizing image increases. The result shows that average 
hit percentage is highest (AH%= 90%) when the number of 
repetition of image is 3 and average hit percentage is lowest (AH% 
= 61.67%) when the target image repetition is 6. It is noted that 
average hit percentage significantly decreases when each target 
image was repeated for 6 times. 

Observations from the above result analysis: 
1. Images which contain only text as content are most 

memorable at machine level (MResNet and ResMem) (from 
Table 2). 

2. Images which contain both object(s) and text as content are 
most memorable at human level (Ground-Truth 

memorability); which contradicts the result obtained from 
MResNet and ResMem (from Table 2). 

3. At machine level images which contain only object(s) as 
content are least memorable (from Table 2). 

4. At human level (Ground-Truth memorability), images 
which contain only text as content are least memorable; 
which contradicts the result obtained from MResNet and 
ResMem (from Table 2). 

5. Machine may not behave similarly as human (from Table 3) 
6. Text as content modifies the memorability of image (from 

Table 4 and Table 5). 
7. Memorizing ability deceases when the task of memorization 

increases (from Table 6). 
Our work has some limitations. Our proposed model indicated 

overfitting. We combined the weights from both pre-trained and 
untrained modules and to increase the training data we used data 
augmentation. We applied vertical_flip for data augmentation. We 
also tried using dropout from 0.2 to 0.5. Also we used L2 
regularization to reduce overfitting. But overfitting problem was 
reduced to only some extend. We used ResMem which has a 
different complexity than our proposed model. Since ResMem is a 
well-established model to predict the image memorability we used 
ResMem along with our model. Also for Category 3 we did not 
consider images those have long-sentence (more than 15 words) 
text along with object as we assumed in the beginning of the 
research that long sentences negatively impact attention and may 
diminish the object’s presence. 

CONCLUSION 
In this paper, we analyzed the correlation between image 

memorability and image content at object and text level. We have 
found that text and object are correlated to image memorability and 
can modify the image memorability. More memorable 
advertisement images can be created by modifying the objects and 
text contents within the images. Along with the increase in the 
investment in advertising, it is important to test the effectiveness of 
visual content of an advertisement image using object and text 
before publish. 
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