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ABSTRACT 
 

The distributed mobility management (DMM) in ID/locator 
separation architectures has recently received extensive 
attention to provide load-balanced and scalable mobility services. 
Since IDs cannot be aggregated, it has limitations in terms of 
network mobility (NEMO) support. The benefits of decentralized 
systems over centralized systems along with security issues and 
distributed systems' challenges form the basis of current work. A 
wider perspective has been envisioned while examining various 
intrusion detection strategies and potential applications of 
blockchain technology, which has drawn significant interest from 
both academia and business about supply chain management, 
open banking, online payment, and other areas. The processing 
of IDSs involves integrating blockchain technology to improve 
Collaborative IDSs (CIDSs). Blockchain's decentralized and tamper-resistant data storage enables secure information sharing among CIDS nodes 
without a central authority. This enhances detection and response capabilities, and blockchain also facilitates post-incident analysis and forensics. 
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INTRODUCTION 
Securing network systems is a pivotal component of information 

technology security. Devices such as firewalls, network-based 
intrusion detection and prevention systems (NIDS/NIPS), and 
unified threat management (UTM) tools play a significant role in 
identifying and thwarting attacks targeting the network. Firewalls 
focus on filtering certain traffic types to bolster security, whereas 
NIDS/NIPS aims to identify and counteract potentially harmful 

network activities. A combined approach using both firewalls and 
NIDS/NIPS can amplify the defense against network breaches. 
UTM tools amalgamate the features of firewalls, NIDS/NIPS, and 
more, offering detection capacities akin to their standalone 
counterparts. Another technique, Deep Packet Inspection (DPI), 
delves into the application layer, facilitating the discernment of 
different applications and their data. Although DPI boosts the 
precision of intrusion detection, it demands more time when 
juxtaposed with conventional packet header scrutiny. This study 
delves into the utility of NIDS within the broader landscape of 
detecting network-based threats. 

 
Figure 1. Intrusion Detection System 
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This study explores Network Intrusion Detection Systems 
(NIDS) that leverage machine learning. These systems aim to 
autonomously identify both familiar and novel threats to a network 
by deriving patterns and insights from the underlying data. The 
machine learning methods used for NIDS can be classified into 
three categories: statistics-based, data mining-based, and 
classification-based. These methods extract low-level features from 
the data and utilize rules or models to identify intrusions. Utilizing 
machine learning methodologies, NIDS can proficiently scrutinize 
network data, pinpointing unfamiliar threats through patterns 
discerned from both anomalous and regular network activities. This 
study underscores several unresolved challenges in the realm of 
intrusion detection, indicating areas that warrant deeper 
investigation: 
• Rapidly Changing Network Environments and Training Data: 

The continuous advent of novel attack methodologies causes 
network settings and intrusion training datasets to undergo 
swift transformations. The increasing size of training data 
poses a challenge for handling it effectively. Existing 
algorithms are mostly offline, leading to time-consuming 
periodic retraining. Online training, which updates the 
detector with new data and discards old data, is more suitable 
for dynamic intrusion detectors. However, maintaining 
accuracy during online training remains a challenge. 

• Handling Various Attribute Types in Network Connection 
Data: Network connection records encompass a mix of 
attribute types, from categorical to numerical, each with its 
spectrum of values. Integrating this multifaceted data, while 
preserving its inherent information, is pivotal for ensuring the 
efficacy of intrusion detection systems. 

• Centralized vs. Distributed Intrusion Detection: Centralized 
Intrusion Detection Systems (IDS) process all network data 
centrally, consuming significant bandwidth and resources, 
with potential privacy concerns for local node data. 
Alternatively, Distributed IDS reduces data communication 
and computational load by sharing models learned at local 
nodes, offering enhanced privacy protection. 

INTRUSION DETECTION IN DECENTRALIZED NETWORK 
The decentralized intrusion detection framework operates on the 

premise that every node generates its localized intrusion detection 
model, drawing upon its specific data. These individualized models 
are subsequently aggregated to formulate a comprehensive global 
model at each respective node. This aggregation is based on a 
limited selection of samples from the node in question. Importantly, 
there's no interchange of raw training data between the nodes. The 
globally synthesized model is then employed for intrusion detection 
tasks at its node. This architecture is underpinned by three primary 
components: data refinement, individual node models, and 
overarching global models, as depicted in Figure 2. 

The prevalence of distributed networks is on the rise, with Secure 
Access Service Edge (SASE) and Edge computing for IoT standing 
out as notable instances. SASE provides a dispersed network 
framework tailored for remote teams, ensuring secure pathways to 
applications and services via distinct SASE nodes. On the other 
hand, Edge computing for IoT deploys various edge processing 

nodes, ensuring brisk network connectivity for the acquisition and 
interpretation of data in IoT setups. 
 

 
Figure 2. Overview of the intrusion detection framework 

When assessing diverse network frameworks, such as 
centralized, decentralized, and distributed, each presents unique 
characteristics. Centralized networks have endpoints linking to a 
solitary application or resource, operating in a client-server 
dynamic, which may be susceptible to disruptions. Conversely, 
distributed networks embrace a modular approach; these networks 
comprise interconnected server clusters that collaboratively 
allocate resources and reroute users for enhanced dependability and 
application efficiency. This methodology bolsters fail-safety and 
minimizes the likelihood of significant disruptions. 

For instance, traditional remote access VPN designs, especially 
in the context of remote teams, frequently rely on a centralized 
layout with a unique VPN gateway at the enterprise network 
boundary, creating potential vulnerability. Distributed frameworks 
present a sturdier alternative by capitalizing on modular setups to 
amplify redundancy and efficacy. Figure 3 elucidates the structural 
variances between centralized and distributed systems. 

 
Figure 3. Centralized vs. Distributed System 
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In comparing decentralized and distributed networks, their 
distinct differences become evident. Decentralized networks 
disperse workloads, services, and data across specific locations, 
relying on each other for operation, while distributed networks 
contain all necessary resources at each node, enabling independent 
functioning. Decentralized networks lack a centralized control 
plane, managing workloads separately, whereas distributed 
networks typically have a central control mechanism. 

Distributed networks offer various advantages, including 
increased redundancy, improved application performance, and 
scalability. However, they also present challenges such as 
managing complexity, ensuring data consistency, and maintaining 
security. As businesses undergo digital transformation and rapid 
shifts in technology, distributed networks prove beneficial in 
adapting to these changes. Examples of these shifts include 
virtualization, cloud computing, containers, edge computing, and 
remote work policies. Distributed networks offer flexibility, 
scalability, efficient resource utilization, enhanced application 
performance, and improved resilience, meeting the demands of 
modern technology and remote work environments. 

Distributed networks offer several advantages, such as improved 
application and service reliability, easy scalability, flexibility in 
traffic flows, and centralized control. Each node in a distributed 
network can operate independently, ensuring better reliability as 
outages in one section do not lead to service disruptions. Scalability 
is achieved by adding or removing nodes as needed for desired 
redundancy and performance. The network can reconfigure traffic 
flows rapidly to accommodate new applications or changes in 
usage, avoiding bottlenecks and ensuring efficient data flow. 
Additionally, distributed networks offer centralized control for 
unified management of network performance configurations and 
security policies across all nodes, ensuring consistency and 
uniformity. 

A distributed network consists of independently run networks 
that are collectively managed, often geographically separated, 
providing improved reliability and performance across various 
locations. Despite operating independently, the management and 
monitoring of the networks are centralized, allowing for unified 
policies and comprehensive visibility through a single NetOps 
management panel. This enables better service resiliency, 
performance, and resource sharing among the networks. 

There are several types of distributed networks, each with its 
unique characteristics and use cases: 
• Client/Server Systems: This basic communication method 

involves clients sending requests to servers, which respond 
with the required output. Multiple servers can be utilized in 
this system. 

• Peer-to-Peer Systems: In this decentralized model, each node 
can function as both a client and a server. Nodes perform tasks 
on their local memory and communicate directly with other 
nodes without any hierarchical structure. 

• Middleware: Middleware serves as an intermediary 
application between two separate applications, providing 
services to both and enabling data transfer between them. 

• Three-tier: This system uses separate layers and servers for 
different functions of a program, with client data stored in the 

middle tier. It is commonly used in web or online 
applications. 

• N-tier: Also known as a multitier distributed system, N-tier 
systems can have any number of functions in the network. 
They are commonly used in web applications and data 
systems. 

Each distributed network architecture has its specific roles and 
applications, as illustrated in Figure 4. 

 

 
Figure 4. Types of Distributed Network 

 
CHARACTERISTICS OF DISTRIBUTED SYSTEM 

Distributed systems offer several key characteristics as presented 
in figure 5. 

 

 
Figure 5. Characteristics of Distributed Network 

SECURITY CONCERNS 
In summary, security in distributed systems encompasses several 

key concepts: 
• Confidentiality: Ensuring that important data remains 

undisclosed and protected from unauthorized access. 

�They allow efficient sharing of 
hardware, software, and data resources 
across the system, enabling better 
utilization.

•Resource Sharing

�Multiple users can perform the same 
activities or functionalities remotely, 
and each local system operates 
independently with its resources.

•Concurrency

�Distributed systems can easily scale up 
by adding more processors and 
accommodating more users, improving 
system responsiveness.

•Scalability

• They hide the complexity of the 
distributed system from users and 
application programs, ensuring privacy 
and a seamless user experience

Transparency
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• Data Integrity: Maintaining the accuracy and consistency of 
data throughout its lifecycle, preventing unauthorized 
modifications or destruction. 

• Authentication: Establishing mutual trust between parties, and 
verifying the identity of involved parties to ensure authenticity. 

• Authorization and Access Control: Managing access to 
authorized resources through secure access points, preventing 
unauthorized individuals from accessing the system. 

• Non-Repudiation: Ensuring that parties cannot deny sending 
or receiving messages, providing proof of communication. 

• Accountability: The ability to detect errors and identify 
responsible entities for system failures, addressing an 
important facet of security in distributed systems. 

INTRUSION DETECTION IN USING SUPERVISED MACHINE 
LEARNING IN DISTRIBUTED NETWORK 

Singh et al.1 introduced a Dew-Cloud-based model employing 
Hierarchical Federated Learning (HFL) for secure IoMT 
applications, achieving 99.31% training accuracy. Shin et al.2 
developed a discretization technique for model training, with a 
classification accuracy of 0.9722 on the NSL-KDD dataset. 
Alasmary et al.3 presented a defense strategy for IoT devices 
including a novel method, ShieldRNN, showing superior 
performance on the CIC-IDS2017 dataset. Siddii et al.4 proposed a 
statistical approach for dataset normalization, achieving 98.27% 
accuracy. Bagaa et al.5 introduced a framework combining 
supervised learning and neural networks, detecting anomalies with 
99.71% accuracy. Finally, Loannau et al.6 designed an SVM-based 
Intrusion Detection System (IDS) for IoT, achieving up to 99.8% 
accuracy. Das et al.7 introduced a framework for detecting DDoS 
intrusions using machine learning ensemble techniques, enhancing 
both security and interpretability. Gohil et al.8 achieved 96.25% 
accuracy in classifying DDoS attacks from legitimate flows using 
the CICDDoS2019 dataset and supervised classification 
algorithms. Zekri et al.9 designed a DDoS detection system with 
98.8% accuracy using the C.4.5 algorithm and signature detection. 
Rajimol et al.10 showcased the effectiveness of ensemble-based 
classifiers, like Adaboost with Random Forest, for intrusion 
detection. Teixeira et al.11 proposed a vote-based architecture for 
IDSs, achieving 98.2% accuracy and 96.7% precision. Yao et al.12 
introduced the MSML framework, which outperformed existing 
systems with 96.6% accuracy. Khonde et al.13 improved detection 
accuracy and system performance using an intelligent IDS with 
ensembling techniques. Moulla et al.14 achieved 99.44% accuracy 
with a novel network IDS. Divyatmika et al.15 developed an 
autonomous network intrusion detection model with high true 
positive and low false positive rates. Ravipati et al.16 evaluated 
machine learning algorithms for anomaly detection, identifying top 
performers. Anti et al.17 proposed a three-layer intrusion detection 
system for IoT with high F-measures. Bertoli et al.18 presented the 
AB-TRAP framework with an average f1-score of 0.95 and an area 
under the ROC curve of 0.98 for internet traffic. Dang et al.19 
suggested a method for selecting training data for Intrusion 
Detection Systems (IDSs) that enhances performance while 
minimizing costs. Rani et al.20 introduced an efficient intrusion 
detection technique for IoT networks using the Random Forest 
classifier, boasting a 99.9% accuracy rate. Dina et al.21 outlined two 

main classifications for network intrusions: signature-based and 
anomaly-based IDSs. Grammatikis et al.22 developed the 
DIDEROT model, which uses both supervised and unsupervised 
machine learning alongside SDN technology to detect specific 
DNP3 cyberattacks. Baraneetharan et al.23 provided a survey 
focusing on the application of machine learning techniques for 
security in Wireless Sensor Networks (WSNs). Ravi et al.24 
unveiled a comprehensive deep learning model, particularly 
utilizing recurrent architectures, for detecting and categorizing 
network attacks with high accuracy. Finally, Belavagi et al.25 
designed frameworks for intrusion detection classification and 
prediction, with their results underscoring the superior performance 
of the Random Forest Classifier compared to other methods. 

 

In Figure 6, a comparison of the accuracy of supervised machine 
learning algorithms for intrusion detection in distributed networks 
is presented.  

INTRUSION DETECTION IN USING UNSUPERVISED MACHINE 
LEARNING IN DISTRIBUTED NETWORK 

The provided list includes several research papers focusing on 
unsupervised machine-learning techniques for various aspects of 
intrusion detection and network security. Let's summarize the key 
contributions of each paper: 

Nair et al.26 introduced an unsupervised algorithm for 
fingerprinting LoRa-modulated chirps in RF signals, achieving 
100% success in identifying legitimate and rogue transmitters. 
Singh et al.27 presented a Dew-Cloud-based model with hierarchical 
federated learning, achieving 99.31% training accuracy and 
outperforming existing models in various metrics. Lefoane et al.28 
explored pattern-centric feature selection for botnet detection, with 
some models showing a 100% true positive rate and zero false 
positives. Wang et al.29 developed a method using stacked 
contractive autoencoders for unsupervised feature derivation, 
improving detection efficiency. Alasmary et al.3 presented 
ShieldRNN, a strategy for RNN/LSTM models, that excels in IoT 
device protection. Yang et al.31 introduced Griffin, a NIDS using 
unsupervised learning for efficient intrusion detection. Pu et al.32 
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proposed a combination of Sub-Space Clustering and Class SVM 
for anomaly detection, outperforming other techniques. Lastly, 
Wen et al.33 unveiled PSubCLUS, a parallel subspace clustering 
algorithm, ensuring efficient load balancing and parallel speedup 
for high-dimensional big data clustering. 

Hanselmann et al.34 unveiled CANet for intrusion detection in 
CAN networks, outperforming other ML methods. Zoppi et al.35 
reviewed unsupervised algorithms for zero-day attack detection. 
Filho et al.36 introduced FID-GAN, an efficient unsupervised IDS 
for Cyber-Physical Systems. Xu et al.37 proposed a 5-layer 
autoencoder model for network irregularity detection, outshining 
rivals in intrusion detection. Zavrak et al.38 used unsupervised and 
semi-supervised learning for deviant network traffic detection, 
highlighting the effectiveness of the Variational Autoencoder. 
Chadza et al.39 implemented a transfer learning approach for 
intrusion detection with high prediction accuracy. Xie et al.40 
presented a model for predicting parameters in industrial control 
systems, exhibiting excellent precision, recall, and F1-score. Rao et 
al.41 introduced a two-stage hybrid intrusion detection method, 
surpassing conventional models in performance. Alom et al.42 
employed an Unsupervised Extreme Learning Machine for network 
intrusion detection with high accuracy. Lastly, Narsimhan et al.43 
developed a robust real-time CAN Intrusion Detection System. 

Mighan et al.44 proposed a hybrid deep network and machine 
learning scheme for large-scale network intrusion detection. Zanero 
et al.45 introduced a two-tier architecture using unsupervised 
clustering and anomaly detection for efficient intrusion detection. 
Mokhtar et al.46 achieved 98% accuracy in detecting stealthy 
attacks in control systems with unsupervised learning. Rawat et al.47 
identified an effective intrusion detection approach using Principal 
Component Analysis, comparing classical and deep learning 
methods. Casas et al.48 proposed UNIDS, an effective system for 
detecting unknown network attacks without labeled data. Verkeren 
et al.49 found autoencoders to be effective and computationally 
efficient in detecting malicious network behavior through 
unsupervised methods. Idrissi et al.50 introduced EdgeIDS, an 
unsupervised IoT IDS based on GANs with high detection rates and 
low false positives. Zhang et al.51 offered a privacy-preserving 
approach for anomaly-based intrusion detection in IIoT, 
outperforming baseline models with 95.97% accuracy for 
AdaBoost and 73.70% for Random Forest. 

Houda et al.52 introduced MiTFed, a framework allowing SDN 
domains to collaboratively develop intrusion detection models 
without sharing private datasets, using the Ethereum blockchain for 
decentralized collaboration. Nguyen et al.53 improved the accuracy 
of cloud IDSs through two deep generative models designed to 
synthesize harmful samples. Brenner et al.54 proposed a network-
based intrusion detection system, focused on risk management and 
applicability in smart factories and similar cyber-physical systems. 
Kim et al.55 developed Panop, an ANN-based Network Intrusion 
Detection System (NIDS) designed for distributed networks, 
providing high accuracy with minimal performance reduction on 
low-end hardware. Marir et al.56 presented a distributed method for 
detecting anomalies in large networks, combining deep feature 
extraction and ensemble SVMs, showing improved performance 
over existing models. Deng et al.57 introduced a label-limited 

intrusion detection method for IoT networks using a Flow 
Topology-based Graph Convolutional Network (FT-GCN) and a 
Node-Level Spatial (NLS) attention mechanism. Singh et al.58 
designed a Dew-Cloud-based model with hierarchical federated 
learning, achieving high training accuracy (99.31%) and superior 
performance in various metrics. Finally, Kamaldeep et al.59 
proposed an ML model, demonstrating that significant feature 
reduction enhances the efficiency of ML-based IDSs in detecting 
DDoS attacks in standardized IoT networks using the 6LoWPAN 
stack. 

Shan et al.60 introduced Polygraph, a system for fake news 
detection that is decentralized and intrusion-tolerant, with 
throughput only 4%-7% slower than a single-server setup. Alcazar 
et al.61 evaluated differential privacy techniques applied during the 
training of a Federated Learning (FL)-enabled Intrusion Detection 
System (IDS) for industrial IoT, comparing accuracy under various 
privacy criteria and aggregation procedures. Khan et al.62 proposed 
an autoencoder-based framework using convolutional and recurrent 
networks for cyber threat detection in IIoT, outperforming 
contemporary methods. Zeng et al.63 presented a detection system 
based on causal deep learning that maintains stability across various 
network conditions, increasing average stability by over 10%. Khan 
et al.64 suggested DFF-SC4N, a federated learning-based model, for 
intrusion detection in SC 4.0 networks, optimizing global model 
accuracy. Alrowaily et al.65 conducted experiments with seven 
machine-learning methods on the CICIDS 2017 malware detection 
dataset. Zegeye et al.66 introduced a Multi-Layer Hidden Markov 
Model (HMM)-based IDS with high accuracy, precision, recall, and 
F1-score. Kye et al.67 proposed a hierarchical network intrusion 
detection method through self-supervised learning, detecting 99% 
of aberrant data. Gao et al.68 presented a fuzziness-based semi-
supervised learning strategy for network intrusion detection in 
robotic cloud systems, achieving accuracy rates of 84.54% and 
71.29% on specific datasets. Yao et al.69 developed MSML, a 
multilevel intrusion detection model, showing improved 
performance over previous systems. Finally, Arugzzese et al.70 
showcased the potential and risks of ML-NIDS through the XeNI 
framework, designed for trustworthy cross-evaluations of ML-
NIDS. 
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Figure 7 presents a comparison of accuracy achieved by various 
unsupervised machine learning algorithms for intrusion detection 
in distributed networks. Among the techniques evaluated, the one 
proposed by Alasmary et al.3 achieves the highest accuracy of 
99.83%, indicating its effectiveness in detecting intrusions in 
distributed network environments. 

CURRENT CHALLENGES AND FUTURE SCOPE 
Distributed systems face several challenges including: 

• Network Latency: Network latency refers to the time it takes 
for data to travel from one node to another in the distributed 
system. High latency can lead to delays in communication and 
response times, affecting overall system performance. 

• Distributed Coordination: Coordinating multiple nodes in a 
distributed system is complex, as there is no centralized 
authority. Ensuring that different nodes work together 
efficiently and in a synchronized manner can be a challenging 
task. 

• Data Consistency: In distributed systems, maintaining data 
consistency across multiple nodes is crucial to avoid data 
corruption and ensure that all nodes have the same view of the 
data at any given time. 

• Heterogeneity: Distributed systems often involve various 
hardware, software, and networking components, making it 
essential to address compatibility issues and ensure seamless 
integration. 

• Scalability: As the workload and number of users increase, 
distributed systems should be able to scale up to handle the 
load without experiencing bottlenecks or performance 
degradation. 

• Transparency: Distributed systems should provide a unified 
and coherent view to users, hiding the underlying complexity 
of the distributed nature of the system. 

• Concurrency: Managing shared resources and ensuring proper 
access control in a distributed environment where multiple 
processes may access the same resources concurrently is 
critical to avoid conflicts and ensure data integrity. 

• Security: Security is a major concern in distributed systems. 
Protecting data, preventing unauthorized access, and ensuring 
data privacy are essential for maintaining the system's integrity 
and user trust. 

• Failure Handling: In distributed systems, failures are more 
common due to the increased number of components. 
Handling failures gracefully and recovering from them 
efficiently is vital to maintaining system availability and 
reliability. 

CONCLUSION 
Traditional Intrusion Detection Systems (IDSs) may struggle to 

detect sophisticated and distributed attacks due to evolving cyber 
threats. The paper emphasizes exploring various IDS types, 
anomaly detection techniques, and machine learning models to 
enhance intrusion detection accuracy and efficiency. Machine 
learning-based approaches have shown promise in detecting 
unknown and complex attacks by leveraging large datasets and data 
pre-processing. The future of IDSs involves integrating blockchain 
technology to improve Collaborative IDSs (CIDSs). Blockchain's 
decentralized and tamper-resistant data storage enables secure 
information sharing among CIDS nodes without a central authority. 

This enhances detection and response capabilities, and blockchain 
also facilitates post-incident analysis and forensics. The broader 
perspective of blockchain in IDSs offers potential solutions for 
identity management, data privacy, and secure communication in 
cybersecurity. 
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