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ABSTRACT 
 

The need to ensure food 
security in the face of 
growing environmental 
concerns like climate 
change and natural 
catastrophes is raising 
the need for accurate 
crop output predictions. 
Predicting agricultural 
output is difficult 
because of the various 
non-linear interactions 
involved. So, instead of 
using traditional 
statistical tools, many researchers are turning to deep learning approaches to investigate these connections. Since brinjal is so important to the 
diets of Indians, protecting their ability to eat is of paramount importance. To this end, the attention-based convolution neural network with 
optimised bidirectional long short-term memory (ACNN-OBDLSTM) model was used to analyse and determine brinjal forecasts. The shuffling 
shepherd optimisation method (SSOA) is used for hyperparameter tuning of the BDLSTM model, which improves detection performance. The 
designed approach is applicable to lead brinjal producing states.  

Keywords: Shuffled shepherd optimization algorithm; Bidirectional Attention-based convolution neural network; Crop yield forecasting; Brinjal 
Crop; Agriculture.

INTRODUCTION 
Global warming and climatic variability in particular are key 

causes for alarm because of their potential negative effects on 
agricultural production in the future.1 Because of the complex 
interplay between climate, weather, soil, fertiliser use, and seed 
type, this challenge necessitates the use of many datasets.2 
Predicting agricultural production typically requires using 

laborious statistical models.3 Machine Learning and other cutting-
edge data analysis techniques have become increasingly popular 
this decade because of the proliferation of "big data." Depending 
on the nature of the research challenge and the questions being 
asked, a machine learning model may be descriptive or predictive.4 
Predictive models, as opposed to descriptive ones, are used to 
generate predictions about the future based on the acquired data and 
explanations of the past.5 In recent years, it has been put to use in 
fields as diverse as medicine, biology, finance, and even 
agriculture. Predicting agricultural yields, and therefore helping 
farmers decide what to plant and how to tend to it during the 
growing season, is a key use of machine learning.6 
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India's agricultural sector is often considered the country's 
backbone. Ancient people were able to adjust to changing 
conditions since they farmed crops on their own land.7 
Consequently, many different animals and birds, as well as people, 
cultivate and consume natural crops. The creature's consumption of 
the earth's verdant produce has ensured its continued excellent 
health and well-being.8 Since the introduction of cutting-edge 
technology and methods, agriculture has been in steady decline. As 
a result of these numerous innovations, people are increasingly 
investing their time and energy into the production of false 
commodities, or hybrid products, which contributes to an unhealthy 
way of life.9 Most people nowadays don't know how crucial it is to 
plant crops there. These farming practises not only affect seasonal 
climatic conditions but also pose a threat to basic resources like soil, 
water, and air, leading to food insecurity.10 We have evaluated these 
problems and obstacles, including the weather, temperature, and 
other factors, and have come to the conclusion that there is no 
technology or solution that can help us. Numerous strategies exist 
in India for fostering agricultural economic growth.11 The quantity 
and quality of harvested crops may be increased and enhanced in a 
variety of ways. Predicting agricultural yields is another use for 
data mining. The overarching goal of data mining is to take raw 
data and use various analysis techniques to extract useful insights.12 

The ability to examine data from several angles, classify it, and 
summarise the correlations discovered is made possible by data 
mining tools. Data mining is a technique for discovering patterns or 
connections across several fields in large relational databases.13 
Information may be gleaned from the patterns, correlations, and 
interactions present in all of this data. Data may be mined for 
insights into both the past and the future. For instance, crop loss 
may be identified and avoided in the future with the use of 
summaries of production data.14 In agriculture, estimating future 
crop yields is a major challenge. How much of a harvest one can 
anticipate is a topic of constant interest among farmers. In the past, 
a farmer's familiarity with a given crop was taken into account 
when making yield predictions. Factors such as climate, animals, 
and harvest readiness all influence crop production.15 Having 
reliable data on past crop yields is essential for agricultural risk 
management. As a result, this research suggests a means of 
calculating the yield of the police officer. The agricultural 
production per acre will be checked before planting begins. 

These days, the data science paradigm is dominated by Deep 
Learning (DL) algorithms. Financial and economic time series 
forecasting are among its many uses.16 There is a comparison 
between statistical models and machine learning methods. 
Artificial neural networks, generalised neural networks, long-short-
term memory networks, recurrent neural networks, etc. are all 
popular DL methods. All of these methods learn the data's 
stochastic dependence and are thus data-driven nonparametric 
approaches. In order to estimate brinjal yield, this study employs an 
ACNN-OBDLSTM, an attention-based convolutional neural 
network with memory. The BDLSTM model's hyperparameters are 
tuned using the SSOA, which improves its detection performance. 

RELATED WORK 
Using data from the MARS Crop maintained by the European 

Commission's Joint Research Centre, Paudel et al.17 have assessed 
the efficacy and understandability of neural network models for 
crop yield forecasting. Both the LSTM recurrent neural network 
and the one-dimensional (1DCNN) were chosen because of their 
ability to process either sequential or time-series input. A linear 
trend model and a GBDT model, both trained on human-created 
features, were evaluated in terms of performance. Experts in crop 
yield modelling and agronomy analysed the feature significance 
scores calculated from the input variables using feature attribution 
techniques. For soft wheat in Germany, LSTM models 
outperformed GBDT models, although both models performed 
similarly in all other experiments. The influence of severe 
temperature and moisture conditions on crop production was poorly 
recorded by LSTM models, although the effect of yield trend and 
static factors (such as elevation, soil water holding capacity, and 
biomass parameters) was effectively captured. Highlighting the 
necessity and difficulty of integrating human stakeholders in 
analysing model interpretability, our study demonstrates the 
potential of deep learning to identify characteristics and create 
trustworthy crop output estimates. 

For the Rwandan district of Musanze, Kuradusenge et al.18 utilise 
data mining techniques to forecast future agricultural harvests 
based on weather and yield historical data. This research uses 
machine learning methods to forecast agricultural yields in the face 
of varying weather conditions and disseminate this knowledge 
regarding production patterns. Ireland's potato and maize harvest 
totals and weather information were compiled from a number of 
sources. Random Forest, Polynomial Regression, and the Support 
Vector Regressor were used to analyse the data. Predictions of 
precipitation and temperature were made. Both trained and tested 
models were used. Results show that Random Forest is the most 
effective model, with R2 values of 0.875 and 0.817 for potato and 
maize, respectively, and root mean square errors of 510.8 and 
129.9, respectively. Each crop's optimal weather conditions for 
maximum harvest were calculated. Based on the findings, Random 
Forest appears to be the best model for making accurate early-
season crop output predictions. The results of this research will 
greatly help low- and medium-income nations like Rwanda rely 
more heavily on statistics when making choices about agriculture 
and climate change. 

Jhajharia et al.19 have used a number of machine learning 
methods to predict the harvest for five crops grown in Rajasthan. 
The findings show that at 0.963 R2, 0.035 RMSE, and 0.0251 
MAE, the random forest approach outperformed the other 
algorithms used (Support Vector Machine, Gradient Descent, Long 
Short-Term Memory, and Lasso Regression). Cross-validation and 
error were used to verify the results. The purpose of this work is to 
assist farmers in increasing their crop yields by applying the crop 
selection approach. 

The complete crop yield prediction system developed by 
Vignesh et al.20 uses a mix of data mining and deep learning to 
bridge the gap between raw data and forecasted crop yields. The 
proposed research proposes replacing the modified chick swarm 
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optimisation strategy with a Discrete Deep belief network using the 
VGG Net classification method to predict agricultural yield. Each 
layer of the Network received the data parameters in turn. The 
network architecture is used to build a prediction environment for 
crop production based on the input parameters. The best features of 
the input data are selected using the modified chick swarm 
optimisation method, and the resulting data is then fed into the 
classification procedure. Data classification and crop yield 
predictions are made using a Discrete Deep belief network trained 
with a Visual Geometry Group Net classifier. The projected model 
outperforms the state-of-the-art alternatives while keeping the 
baseline data distribution intact, allowing for 97% accurate 
predictions of crop yield. 

Using previous information to describe dynamic temporal 
linkages and geographic topological structures, Qiao et al.21 
propose a novel information-guided Spatial-Temporal Attention 
Graph Network (KSTAGE). The proposed KSTAGE begins by 
embedding the first spectral feature using a 3D CNN. In order to 
create temporal attention weights automatically from a self-
attention mechanism under the supervision of past information, 
KSTAGE relies on a brand-new information-guided Temporal 
Multi-Head Attention Algorithm (KTMA). Additionally, a novel 
method is devised for adjusting self-attention ratings so that they 
are consistent with the preceding distribution. In order to aggregate 
the spatial neighbourhood information for the ultimate yield 
prediction, a location-aware Spatial Attention Graph is presented, 
which makes use of geospatial knowledge. The proposed KSTAGE 
makes notable gains over the baselines, as evidenced by 
experimental findings (CONUS). 

Ed-Daoudi et al.22 investigated how climate, soil moisture, and 
precipitation may all be included in Machine Learning models to 
better predict agricultural yields. Traditional statistical methods for 
crop prediction are contrasted with the results of other algorithms, 
such as Decision Trees, Random Forests, and Neural Networks. 
The research showed that when it came to forecasting agricultural 
yields, Machine algorithms were superior to Statistical models. 
Mean squared errors ranged from 0.10 to 0.23, while those for 
statistical models were between 0.16 and 0.24, with corresponding 
values for the coefficient algorithm outperforming the other two 
Machine Learning algorithms with its 0.10 mean squared error and 
0.90 R2 score. These findings point towards the possibility of 
enhanced food security and more efficient resource distribution for 
farmers in Morocco as a consequence of the use of Machine 
Learning algorithms to increase the accuracy of crop output 
projections. 

Using DCNN and Radial Basis Feed Forward Neural Networks 
(RBFNN), S. Abisha et.al.23 reported a novel approach for detecting 
and categorising contaminated brinjal leaves. We gathered 1100 
photographs of brinjal leaf illness from five distinct species 
(Pseudomonas, Alternaria melongenea, Pythium aphanidermatum, 
and Tobacco Mosaic Virus), as well as 400 images from the same 
sector. To begin, a Gaussian filter is applied to the raw picture of 
the plant leaf to remove unwanted noise and boost the image's 
quality. Next, we use an EM-based segmentation technique to 
isolate the affected areas of the leaf. After that, the pictures are 
processed by the discrete Shearlet transform to pull out important 

details like texture, colour, and structure, which are then combined 
to create vectors. Finally, brinjal leaves are disease-type classified 
using DCNN and RBFNN. In terms of diagnosing leaf illnesses, the 
DCNN outperformed with a mean accuracy of 93.30% (with 
fusion), respectively. 

RESEARCH GAP 
The literature review shows that there are limitations to the 

ability to anticipate brinjal output with the currently available 
models.23 The detection of brinjal leaves is the main work covered 
in recent studies.24,25 This is what prompted the research 
summarised below to use deep learning to forecast brinjal harvests. 

DESIGNED SYSTEM 
Soil factors, including type, pH, fertility, and water-holding 

capacity, are fed into the crop selection model. Suitable crops for 
the land are selected using a combination of soil and expected 
weather criteria. Selecting crops can be done on a yearly basis or 
according to the seasons. The algorithm recommends one or more 
crops that will thrive in a given season, as well as other details about 
the crops, such as when they should be sown and how much water 
they will need, based on weather forecasts. 

MATERIALS AND METHODS 
From AGMARKNET (https://agmarknet.gov.in/)26, we have 

compiled the daily wholesale prices of Brinjal across seventeen 
marketplaces in Odisha, India, from January 1, 2015, to May 31, 
2021. The Indian government's Directorate of Marketing and 
Inspection is responsible for maintaining the site. The "Agmark" 
programme is a proprietary application used by the agricultural 
produce marketplaces to enter data. The missing data was imputed 
using appropriate statistical methods before analysis. 

In AGMARKNET,26 we find statistical compilation of all 
available pricing information. This data shows that while the 
average price in Dhenkanal has remained high, in Bargarh it has 
fallen. During the research period, the highest price per quintal in 
Angul was Rs 7,500, while the lowest price was Rs 250. Most 
markets have a platykurtic distribution because kurtosis is high. The 
coefficient of variation (CV) for the price series reveals a spread 
from a low of 25.25% in Hinjilicut to a high of 95.41% in Athagarh 
Market. All market prices were found to be non-normal according 
to the Jarque-Bera normalcy test. Demand and supply may be 
gauged by looking at the price and availability of brinjal in different 
marketplaces across the state of Odisha. Potential exists for the 
cultivation of all tropical, subtropical, and temperate vegetable 
species in the area. The handling capability of any given 
commodity in a given market also plays a role in its entry into that 
market. It's a reflection of the region's commodity output as a 
whole. Farmers need to pay attention to these signals so that they 
can maximise the market value of the resources they produce. The 
biggest amount of brinjal is shipped to Bahadajholla (220.76 metric 
tonnes), followed by Angul (211.24 metric tonnes), Hinjilicut 
(188.95 metric tonnes), Jaleswar (117.34 metric tonnes), and 
Sarankul (103.17 metric tonnes). In addition to these markets, we 
also have statistics on the arrival of 3.70 and 3.92 metric tonnes of 
brinjal in the Khunthabandha and Boudh markets, respectively. It 
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follows that the farmers of Odisha will be able to sell their produce 
in local farmers' markets such as Bahadajholla, Angul, Hinjilicut, 
and Jaleswar. A seasonal examination of brinjal arrivals in key 
markets in north-eastern India reveals lower arrivals in the market 
in the autumn and winter months of October and December. The 
number of brinjals available in the Angul market dropped to its 
lowest point in April. 

PRODUCTION DETECTION USING ACNN-OBDLSTM 
MODEL 

The ACNN-OBDLSTM model is used to accurately identify 
brinjal production. For effective feature extraction and improved 
prediction accuracy, a new time series forecast network approach 
known as ACNN-OBDLSTM may be merged with a BLSTM 
network and a lightweight (ECA) constituent [27] to form a unified 
structure. By making full use of available data, the given method 
automatically learns and extracts local feature series, reducing the 
burden of models. The attention procedure has also developed, 
allowing for the extraction of more crucial characteristics. The 
basic structure of the BDLSTM method is exposed in Figure 1. 

 
Figure 1: Architecture of BDLSTM model 

Finally, the forecasting tasks were executed using the dense 
approach, which consists of several fully connected (FC) layers. In 
this instance, we used CNN to extract useful characteristics from 
the data. Alike to the standard neural network (NN) structure, CNN 
utilises local connections between neurons to reduce the overall 
number of connection layer parameters. In particular, it is the link 
between CNN's n-minus-one and n layers. The BDLSTM network 
was used to construct a more precise technique of forecasting; it 
works as a forward and backward LSTM network on all of the 
sequences that were trained. Both LSTM networks feed into the 
same output layer, which provides comprehensive context 
information at every sequence point. 

There is much promise in the Channel Attention (CA) technique 
for improving the effectiveness of DCNNs. However, in order to 
achieve maximum efficiency, one of the offered ways is dedicated 
to constructing additional challenging attention components, which 
increases the complexity and computing weight of the procedure. 
A lightweight and trouble-free component called ECA was 
designed to prevent overfitting of the approach and reduce the 
calculation. The ECA was able to not only provide weights for each 
channel but also discover relationships between them. The time 
series data has been analysed by assigning more importance to the 

most important features and less importance to the least important 
features [28]. Therefore, ECA concentrates on the proper data, 
which increases the network's sensitivity to critical characteristics. 
Global Average Pooling (GAP) in channels is primarily the 
responsibility of the ECA. After that, ECA makes use of every 
channel and the k closest channels to them to record the local cross-
channel connections. Fast 1D convolutions are performed by the 
ECA to add weight to the channel. 
𝜔𝜔 = 𝜎𝜎(𝐶𝐶1𝐷𝐷𝑘𝑘(𝑦𝑦)) (1) 

where C1D is a one-dimensional convolutional and k is the one-
dimensional convolutional kernel size. In order to prevent the need 
for manual k adjustment, ECA uses a channel-dimensional adaptive 
mapping method to find an optimal value for k. The corresponding 
relationship was shown to be since the kernel size k of 1D 
unswervingly proportionate to the channel dimensionality C: 
𝐶𝐶 = 𝜙𝜙(𝑘𝑘) = 2(𝛾𝛾∗𝑘𝑘−𝑏𝑏) (2) 

So, to deliver the C, the kernel scope k is adjustably distinct as 
follows: 
𝑘𝑘 = 𝜓𝜓(𝐶𝐶) = �𝑙𝑙𝑙𝑙𝑙𝑙2(𝐶𝐶)

𝛾𝛾
+ 𝑏𝑏

𝛾𝛾
�
𝑙𝑙𝑜𝑜𝑜𝑜

 (3) 

where | |odd implies the adjacent odd sum. Both c and b are set 
in stone at their respective constants of [2, 1]. The high-dimensional 
channel has a shorter interface range than the low-dimensional 
channel does with non-linear mapping. 

HYPERPARAMETER TUNING FOR BIDIRECTIONAL LSTM 
MODEL 

The SSOA technique is used to select the best possible value for 
the hyperparameter in the BDLSTM model. 

SHUFFLED SHEPHERD OPTIMIZATION PROCEDURE 
In this subsection, we will primarily focus on expanding the use 

of the SSOA29 meta-heuristic method. Each possible solution X_i 
with multiple variables (i.e. X_i= X_(i,j)) is a "sheep" in SSOA. 
Sheep are sorted into groups according to the values of the goal 
function. Select sheep are referred to as "shepherds," while those 
with superior goal function are referred to as "horses" in the herd. 
That's why each shepherd can have his or her own share of horses 
and sheep. The shepherd shifts positions by jumping onto one of 
the sheep or the horse in an effort to herd the sheep towards the 
horse. This is done for two reasons: (i) switching to a different, 
potentially better, member stimulates exploration, and (ii) 
switching to a different, potentially poorer member causes 
exploitation.30-34 When the novel goal function is not worse than the 
previous one, the shepherd's site is updated, creating a hierarchy in 
the algorithm. 

Following is a synopsis of the SSOA process. 
1) The SSOA parameters 𝛼𝛼0,𝛽𝛽0,𝛽𝛽𝑚𝑚𝑚𝑚𝑚𝑚 , 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑚𝑚𝑚𝑚𝑚𝑚,ℎ, 𝑠𝑠 are set. Where 
'h' is the total number of flocks,'s' is the total sum of sheep, and 'iter 
max' is the maximum sum of iterations allowed. 
2) The following equation (Eq. (4)) determines the beginning 
position in an m-dimensional search space35: 
 
𝑋𝑋𝑖𝑖0 = 𝑋𝑋𝑚𝑚𝑖𝑖𝑚𝑚 + 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟°(𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑚𝑚), 𝑖𝑖 = 1,2, … ,𝑟𝑟 (4) 
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where 𝑋𝑋𝑖𝑖0 is the initial key vector of the ith sheep, 𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑋𝑋𝑚𝑚𝑖𝑖𝑚𝑚 
are the limits of the design space, rand is a vector whose elements 
are in the range [0,1], and the sum of its machineries is equal to the 
sum of design variables, and n is the sum of sheep (n = h s). and the 
symbol ">" represents a multiplier that works element by element. 

3) Each sheep's objective function is calculated, and the flock is 
then ranked from highest to lowest. Spread the sheep around so you 
can grow your herd. The first h sheep are chosen at random and 
distributed throughout the flocks (one sheep per flock). Then gather 
the second group of h sheep together. This procedure is repeated 
until each flock of sheep has a designated leader. 

4) Pick out each individual sheep in a flock. The chosen sheep 
are called shepherds, while the best of the herd is referred to as 
horses. Choose at random a horse and a flock of sheep; the step size 
for each shepherd may be found by 
𝑆𝑆𝑖𝑖𝑖𝑖𝑆𝑆𝑠𝑠𝑖𝑖𝑆𝑆𝑖𝑖𝑖𝑖 = 𝛽𝛽 × 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟°(𝑋𝑋𝑜𝑜 − 𝑋𝑋𝑖𝑖) + 𝑟𝑟 × 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟°�𝑋𝑋𝑗𝑗 − 𝑋𝑋𝑖𝑖� (5) 

where 𝑋𝑋𝑖𝑖 ,𝑋𝑋𝑜𝑜 ,𝑋𝑋𝑗𝑗 in an m-dimensional search space; rand is a 
random vector, whose components are in the intermission [0,1] and 
whose number of mechanisms we know from the sum of 
components of solution vectors; and are computed using Eq. (6) and 
Eq. (7). 
∝= 𝑟𝑟0 −

𝑚𝑚0
𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚

× 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟 (6) 

𝛽𝛽 = 𝛽𝛽0 + 𝛽𝛽𝑚𝑚𝑚𝑚𝑚𝑚−𝛽𝛽0
𝑖𝑖𝐼𝐼𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚

× 𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖𝑟𝑟 (7) 

Since the first selected sheep in a herd cannot have a better 
offspring than itself, the first period of the step size is zero, and the 
last picked sheep cannot have a worse offspring than itself, hence 
the size is also zero. 

5) The temple each sheep calculates by the subsequent equation 
(Eq. (8)): 
𝑋𝑋𝑖𝑖
𝐼𝐼𝐼𝐼𝑚𝑚𝑡𝑡𝑙𝑙𝐼𝐼 = 𝑋𝑋𝑖𝑖𝑙𝑙𝑙𝑙𝑜𝑜 + 𝑠𝑠𝑖𝑖𝑖𝑖𝑆𝑆𝑠𝑠𝑖𝑖𝑆𝑆𝑖𝑖𝑖𝑖 (8) 

If ancient objective function, then the site of the sheep is 
changed, so we have 𝑋𝑋𝑚𝑚𝐼𝐼𝑛𝑛𝑖𝑖 = 𝑋𝑋𝑖𝑖

𝐼𝐼𝐼𝐼𝑚𝑚𝑡𝑡𝑙𝑙𝐼𝐼, then the position of the 
shepherd is not changed and we have 𝑋𝑋𝑚𝑚𝐼𝐼𝑛𝑛𝑖𝑖 = 𝑋𝑋𝑖𝑖𝑙𝑙𝑙𝑙𝑜𝑜. When the 
location of all sheep has been updated, the flocks should be 
combined for communication purposes. 

Step 3 of the optimisation process is repeated up to the maximum 
allowed number of times, which is the termination criterion. 

RESULTS AND DISCUSSION 
The testing was conducted on hardware comprising a PC running 

Linux with a Core i5 CPU and 8 Gigabytes of Random Access 
Memory. Here at Anaconda [30], we use Python 3.8 as our main 
operating system. The Pandas library was utilised for this purpose. 
Using the Pandas and Numpy tools, we performed data 
preprocessing to convert the raw data into matrix data. Using 
train_test_split from the scikit-learn module, we arbitrarily divided 
the data into a 90% training set and a 10% testing set. We take 
advantage of the fact that the scikit-learn package has all the 
necessary functions for implementing our machine learning 
algorithms. Accuracy and loss on training and validation data are 
shown in Figures 2 and 3, respectively. 

 

 
Figure 2: Accuracy graph analysis of projected technique 
 

 
Figure 3: Loss graph analysis of projected technique 
 
Table 1: Results of the analysis of proposed technique under different 
measures  

Techniques Accuracy Precision Recall Specificity F-
Score 

Without SSOA 
CNN 90.10 92.64 91.39 92.80 92.01 
BDLSTM 91.10 91.58 92.80 91.39 92.18 
ACNN-

BDLSTM 92.07 92.11 92.10 92.10 92.10 
With SSOA 
CNN 94.60 93.95 92.33 93.88 94.64 
BDLSTM 95.60 94.25 94.88 95.33 96.56 
ACNN-

BDLSTM 97.60 96.60 95.60 96.60 97.60 

 
In the above Table 1, the Consequences of the analysis of the 

proposed technique under different measures are characterised. In 
this analysis without SSOA, the CNN model reached the accuracy 
rate of 90.1, the precision value of 92.64, the recall value of 91.39, 
the specificity of 92.80, and finally the F-score value of 92.01, 
respectively. Then the BDLSTM model reached the accuracy rate 
of 91.10, the precision value of 91.58, the recall value of 92.80, the 
specificity of 91.39, and finally the F-score value of 92.18, 
respectively. Formerly, the ACNN-BDLSTM model reached the 
accuracy rate of 92.07, the precision value of 92.11, the recall value 
of 92.10, the specificity of 92.10, and finally the F-score value of 
92.10. And with SSOA analysis, the CNN model reached the 
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accuracy rate of 94.60, the precision value of 93.95, the recall value 
of 92.33, the specificity of 93.88, and finally the F-score value of 
94.64, respectively. At that moment, the BDLSTM model reached 
the accuracy rate of 95.60, the precision value of 94.25, the recall 
value of 94.88, the specificity of 95.33, and finally the F-score 
value of 96.56, respectively. At that point, the ACNN-BDLSTM 
model reached the accuracy rate of 97.60, the precision value of 
96.60, the recall value of 95.60, the specificity of 96.60, and finally 
the F-score value of 97.60, respectively. 

 

 

Figure 4: Validation of proposed model in terms of various metrics 

Figure 5: F-score analysis 

Figure 6: Comparison of SSOA model in Different Classifiers 

In the Table 2, the Comparative analysis results of the projected 
technique are compared against existing approaches. In this 
investigation, we have used different methods to evaluate the 
presentation of the model in the DBN model, which reached an 
accuracy rate of 0.9101, a sensitivity value of 0.8923, and finally a  

Table 2: Comparative analysis results of proposed technique against 
existing approaches 

Methods Accuracy Sensitivity Specificity 

DBN 0.9101 0.8923 0.9042 

AE 0.9106 0.8931 0.9115 

CNN 0.9272 0.9128 0.9016 

LSTM 0.9380 0.9320 0.9476 

BDLSTM 0.9579 0.9493 0.9658 

ACNN-
OBDLSTM  0.9760 0.9660 0.9860 

 

Specificity value of 0.9042. After the AE model reached the 
accuracy rate of 0.9106, the sensitivity value of 0.8931, and finally 
the Specificity value of 0.9115, Then the CNN model reached the 
accuracy rate of 0.9272, the sensitivity value of 0.9128, and finally 
the Specificity value of 0.9016, respectively. Then the LSTM 
model reached an accuracy rate of 0.9380, a sensitivity value of 
0.9320, and finally a Specificity value of 0.9476, respectively. In 
the BDLSTM model, the accuracy rate was 0.9579, the sensitivity 
value was 0.9493, and the Specificity value was 0.9658. And the 
ACNN-OBDLSTM model reached an accuracy rate of 0.9760, a 
sensitivity value of 0.9660, and finally a Specificity value of 
0.9860, respectively. 

 

 

Figure 7: Graphical Comparison of proposed model with various 
DL classifiers 

CONCLUSION 
The use of deep learning techniques has been widely adopted 

because of their efficacy in a variety of fields, including agriculture. 
Predicting crop yields is important in many facets of the economy 
since it gives information on which to base decisions. However, 
most agricultural lands are still underdeveloped because ecosystem 
control methods have not been widely used. Using deep learning 
methods, the agricultural industry may anticipate the crop from a 
given data set and so avoid this issue. In this study, the hyper-
parameter tuning of BDLSTM is optimised using the SSOA model, 
and then the ACNN-OBDLSTM is utilised to estimate the yield of 
brinjal. In this study, we studied market arrival and pricing data 
from 17 of Odisha's largest marketplaces. According to the seasonal 
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index, brinjal is most expensive in the Dhenkanal market in July, 
then in October, and finally in November. Between Athagarh and 
Delhi, the market prices are at their lowest between September and 
December. If farmers know what the market will pay for their 
crops, they may take advantage of higher prices in surrounding 
markets and increase their profits. Limitations as   accuracy of any 
machine learning model heavily depends on the quality and 
quantity of the data used for training and testing. If the dataset used 
for training is limited, noisy, or unrepresentative of real-world 
conditions, the model's predictions may not be reliable. 

A future study shall focus on optimising the efficiency of the 
suggested algorithm through careful examination of the complete 
dataset. This method of predicting is not limited to use in the 
agricultural sector. The farmer's financial situation might also be 
taken into account in order to suggest the most lucrative crop. 
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