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ABSTRACT 

This paper discusses the importance of location prediction using machine learning methods and its potential applications in various fields. The 
accuracy of these models is high, but they face challenges such as data quality, model complexity, privacy concerns, and limited data availability. 
Despite these challenges, the future scope of location prediction is vast, and ML techniques play a crucial role in improving these models. The 
paper sheds light on modern techniques for better performance and highlights the difficulty of predicting a user's position in real-time, which 
limits the utility of location-based services. This study proposes a novel approach for predicting complete user trajectories using a Balanced 
Iterative Reducing and Clustering using Hierarchies (BIRCH), based on a scalable architecture that uses clustering to reduce the search space. 
Bidirectional Long ShortTerm Memory (BiLSTM) with random forest classifier models are used for analyzing temporal data and predicting 
trajectories. The proposed approach, termed BIRCH-LSTM, outperforms other reported results on prediction accuracy. The result analysis of the 
proposed solution has potential applications in navigation systems, traffic management, and location-based recommendation systems. 
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INTRODUCTION 
The process of predicting the user’s location on various sources 

of data such as Wi-Fi signals, cellular network data, user behavior 
patterns, and GPS data is known as user location prediction.1,2 By 
advertising, notifications, and providing location-based 
recommendations the personalized services and user experiences 

will be improved. With the rise of location-based services and the 
growth of mobile devices location prediction has become 
increasingly important.3,4 For instance, location-based advertising 
is on the rise because it allows businesses to reach specific 
audiences with appropriate ads. In addition, location-based services 
such as food delivery, online shopping, and ride-hailing are relying 
on precise location information. Using a variety of techniques, 
including machine learning algorithms,5 deep learning models,6 
and statistical methods the user's location can be predicted.7,8,9 To 
predict the location of the user accurately, these methods use 
various sources of data. In location prediction, GPS data is among 
the most common sources of data used. By triangulating the signals 
from the GPS satellites, GPS sensors can accurately determine the 
user's location. However, to predict the user's location accurately, 
GPS data alone is not sufficient, especially in urban areas with 
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indoor environments or tall buildings. In location prediction, Wi-Fi 
signals are another source of data used. To determine the distance 
from the access point and the user's location based on the signal 
strength, Wi-Fi access points can be used. To improve location 
accuracy, Wi-Fi data can be integrated with GPS data. To determine 
the user's location based on the cell tower signals, the cellular 
network can be used to provide any narrow location information.10-

17 To predict the user's location, user behavior patterns could be 
used. For instance, if the user frequently uses the same coffee shop 
or gym, that information can be used to infer where the user is.18-22 
Some of the application areas are illustrated in Fig 1 where location 
prediction can be applied. 

In location prediction, ML algorithms are commonly used. To 
train a model that can forecast the user's future location these 
algorithms use historical location data. As new location data 
becomes available these models can be updated in real-time.11,12 
The collection of data is the first step in user prediction which used 
ML techniques. This data may include Wi-Fi signals, cell tower 
information, accelerometer readings, GPS coordinates, and other 
location-related data. To facilitate the analysis, the information is 
gathered in a structured format. The gathered information may 
contain missing values, irrelevant data, or errors. The data must be 
preprocessed to remove irrelevant data, remove these errors, and 
fill in the missing values. Normalization, transformation to prepare 
the data for analysis, and data cleaning are the crucial steps 
involved in the process.13 The second step is to predict the user's 
location, selection of relevant features is used. To improve 
prediction accuracy, feature selection entails picking out the most 
relevant features. After settling on a set of features, picking an 
appropriate machine-learning method comes next. Numerous 
algorithms can be used for user location prediction, such as support 
vector machines, random forests, neural networks, and decision 
trees. After cleaning up the pre-processed data, it is used to teach 
the chosen machine-learning method. Prediction models are 
constructed with the help of the training data.14 Using the input 
features, the model is trained to correctly forecast the user's 
location. It is assessed to assess its accuracy, once the model is 
trained. During the training phase, the evaluation is performed 

using a test dataset that has not been used. To assess the model's 
accuracy, including precision, recall, F1-score, and accuracy, the 
evaluation metrics are used. The model is tested for accuracy and 
then put into production to provide forecasts in real-time. The 
model can be used in conjunction with LBS or other apps to provide 
location-aware, user-specific experiences. The purpose of this 
paper is to explore and contrast existing ML models and methods 
for making reliable location predictions. Machine learning systems 
use statistical models to analyze this data and determine the user's 
most likely location. However, there are challenges to making 
accurate real-time predictions, including data quality, model 
complexity, lack of standardization in data gathering, privacy 
concerns, limited data availability, and changing environments.15 
Factors such as data quality, model complexity, lack of 
standardization in gathering geographical information, privacy 
concerns, limited data availability, changing environments, and 
user acceptance can all affect the accuracy and effectiveness of 
location prediction models. Despite these challenges, machine 
learning remains a key component in overcoming the difficulties 
inherent in making an accurate real-time prediction of a user's 
location for location-based services. Therefore, the paper provides 
an application of machine learning in location prediction. 

The current study reports a predictive model that addresses the 
scaling issue in BiLSTM by applying a clustering technique to 
group large volumes of data into smaller clusters. This enables 
BiLSTM to capture local phenomena in the data without requiring 
high-end resources. The research objectives are to overcome 
scalability issues and conduct a comparative analysis of the 
proposed hybrid approach with traditional machine learning 
approaches such as SVM and k-NN. The proposed approach aims 
to improve the accuracy of trajectory prediction by using local 
clustering information using the BIRCH algorithm, and the results 
of the comparative analysis can be used to guide the selection of 
appropriate methods for future analyses. 

RELATED WORK 
Jiang et al.5 suggested a reliable approach to forecasting 

consumer spending on shopping. The authors used a machine 

         
Figure 1. Application Areas Where Location Predictions are Used 
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learning algorithm called XGBoost to guess which stores 
consumers are near right now. We tested our approach using data 
from actual shoppers' purchases at malls, and the findings indicated 
that it was successful at the task at hand. There was a 92.40% rate 
of success. The predicted stores allow us to expand our service 
offerings to include more services connected to shopping, and they 
can be easily incorporated into our existing suite of mobile apps. 
The services mentioned quickly in this paper will be discussed in 
greater depth in our future work after we have obtained precise 
customer positioning. We also need to test our method's scalability 
on a variety of datasets to ensure its reliability. 

Jiang et al.6 examined the possibility of using machine learning 
methods on GPS tracking data to generate unique models 
characterizing patterns of movement. Dementia patients' normal 
whereabouts can be predicted using these patterns, and any unusual 
motions that may indicate aimless wandering can be identified. A 
total of 337 GPS devices' worth of data was analyzed. Following 
the completion of any necessary preprocessing, the data will be 
utilized for iterative clustering and then used for classification 
learning. The reliability of position prediction models was found to 
be dependent on the wearer's routine.  Precision is at 0.662, recall 
is at 0.604, accuracy is at 0.631 and the mean AUC, or the area 
under the ROC, is 0.778. Secondary categorization learning was 
used to look for unexpected locations that might correspond to 
wandering episodes after filtering out data that corresponded to 
conventional mobility. This allowed for the identification of these 
unusual locations. 

Long et al.11 discussed that for location-based services, the 
ability to foresee the movements of specific vehicles is crucial. Two 
main characteristics of individual vehicles can be used to forecast 
their locations: regularity and preference. To combat the non-
existence of sequential dependency in sparse scenarios, the 
suggested model augments LSTM with memory to hold all the 
output hidden states. To fully capture regularity and preference for 
prediction, a backtracking attention mechanism is created that 
gathers all of the crucial hidden states from the past in memory and 
gives each one a weight based on similarity in regularity and 
preference. The new hidden state generated by the weighted 
aggregation is then used to make the forecast. Our proposed model 
improves upon the state-of-the-art models in terms of prediction 
accuracy by a margin of 7% to 10%, as demonstrated by 
experiments on three real-world vehicle trajectory datasets 
comprising over 10,000 unique vehicles. 

Sangaiah et al.16 suggested a technique for using machine 
learning techniques to preserve the privacy of roaming PBS users' 
locations. To better accommodate roaming PBS viewers, we 
suggest a three-step process. combining decision trees and k-
nearest neighbor, it determines the user's location and then uses 
hidden Markov models to predict the user's next move in 
conjunction with the position trace sequence. Additionally, the 
suggested paradigm includes the utilization of a mobile edge 
computing service policy, which will guarantee the on-schedule 
delivery of PBSs. Using networking and computing services close 
to roaming users, the mobile edge service policy provides low 
latency and position confidentiality. After extensive testing, it is 

determined that the proposed technique successfully protects the 
privacy of positions in PBSs to an extent of more than 90%. 

Singh et al.19 proposed an algorithm to find people who need 
assistance over Twitter. Tweets are processed by the algorithm and 
classified as either urgent or unimportant. The Markov model is 
used to infer the position of users who sent urgent but location-less 
tweets by looking at their past movements. Location prediction 
accuracy of 87% and Classification accuracy of 81% indicate that 
the algorithm is working well. The current system can be expanded 
for use in the event of both natural and man-made calamities, such 
as tsunamis, riots, terrorist attacks, and earthquakes. This is the 
first-of-its-kind system designed to use tweets to aid disaster 
victims. 

Wojtusiak and Nia21 aimed to predict the user's next position 
based on their spatial history. By contrasting the two, we can pick 
the most appropriate approach. This study makes use of information 
contributed by Beijing residents who are actively using the Geolife 
collection.  With a 91.98 percent overall accuracy, weighted K-
Nearest Neighbors (KNN) produces the best outcome. It also 
establishes the relationship between the model prediction and 
observed data. This study also presents the idea of routineness, 
which demonstrates the degree to which individual users' actions 
can be predicted and the extent to which they deviate from this 
prediction based on the unique spatial and temporal contexts in 
which they occur. To further assess the efficacy of the approaches, 
a comparison is made with other studies that have used the same 
data. Compared to other methods of its kind, the proposed 
technique is 2.72% more accurate in terms of predictions. 

METHOD USED 
Problem Identification 
The notations for entities like trajectories and clusters used in the 

paper are shown in this section. G is initially the collection of 
randomized trajectory data shown as: 

𝑮𝑮 = 𝑻𝑻𝟏𝟏,𝑻𝑻𝟐𝟐,𝑻𝑻𝟑𝟑 … … … … … … .𝑻𝑻𝑵𝑵 (1) 
where G is a set made up of all trajectories T, covering the 

network of the region, or N, for a specific amount of time. The 
sequence of the user's position coordinates is called a trajectory. 
The length l of each trajectory T may differ. A set of parts that are 
a time-ordered succession of coordinates can be used to define the 
trajectory T as follows: 

𝑻𝑻 = 𝑪𝑪𝟏𝟏,𝑪𝑪𝟐𝟐,𝑪𝑪𝟑𝟑 … … … … … … . 𝒄𝒄𝒍𝒍 (2) 
Clusters are created from the set of trajectories G as a whole. 

Each trajectory has a few clusters associated with it. 𝐷𝐷𝑗𝑗is the 
𝑗𝑗𝑡𝑡ℎcluster, 𝑇𝑇𝑖𝑖

𝑗𝑗represents the 𝑖𝑖𝑡𝑡ℎtrajectory associated to the 
𝑗𝑗𝑡𝑡ℎcluster. 

𝑫𝑫𝒋𝒋 = 𝑻𝑻𝟏𝟏
𝒋𝒋 ,𝑻𝑻𝟐𝟐

𝒋𝒋 ,𝑻𝑻𝟑𝟑
𝒋𝒋  … … … … … … … . .𝑻𝑻𝒊𝒊

𝒋𝒋 (3) 

If a group of historical paths are given as𝐺𝐺 =  {𝑇𝑇1,𝑇𝑇2,𝑇𝑇3, … ,𝑇𝑇𝑁𝑁} 
then the objective is to foresee the place. 𝐶𝐶𝑡𝑡+1. 

Methodology 
The section describes the stages involved in the proposed 

framework for forecasting a mobile user's next location. The 
framework covers feature point extraction, identification of 
significant locations, and prediction. Figure 2 depicts the whole 
training procedure. This section provides a method for forecasting 
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the upcoming position based on prior trajectories. The strategy 
entails grouping past trajectories based on similarities and building 
a deep learning model (BiLSTM) for each group to predict future 
destinations. To form clusters and pick cluster leaders, item-ploys 
the BIRCH (Balanced Iterative Reducing and Clustering Using 
Hierarchies) technique. Representative trajectories (RT) are created 
as cluster heads from the streamed data that is grouped using the 
BIRCH clustering approach. The BiLSTM architecture is 
developed separately for each cluster and trained with member 
trajectories. When a partial trajectory is queried, a classifier is used 
to evaluate which cluster's RT is the most similar and the trajectory 
is fed as input to the BiLSTM model of that cluster to predict the 
next location. This section outlines the methodology used in the 
paper. This is split into the training and prediction phases. The 
trajectory data is clustered based on geographic locations during the 
training phase, and the model is trained using the clustered data. 

 

 
Figure 2. Proposed Flowchart for User Location Prediction System 
using Trajectories 

 
Trajectory Clustering  
K-means clustering, a common clustering approach, has 

drawbacks when processing huge datasets with few resources. This 
problem is addressed by the Balanced Iterative Reducing and 
Clustering utilizing Hierarchies (BIRCH) algorithm, which creates 
Clustering Feature (CF) entries, a condensed summary of the huge 
dataset. CF entries are dense regions defined by an ordered triple 
(N, LS, SS), N is the total number of data points, LS is their linear 
sum, and SS is their squared sum for the cluster. CF entries can also 
contain other CF entries. BIRCH algorithm clusters the CF entries 
instead of the larger dataset, and the resulting CF tree is a compact 
representation of the dataset. A sub-cluster, a pointer to a child 
node, and a CF entry made up of the total of CF entries in the child 
nodes are all present in each leaf node of the CF tree. BIRCH can 
be used in conjunction with other clustering algorithms. The 
parameters of the BIRCH algorithm include the threshold, which is 
the maximum number of entries in each leaf node, the branching 
factor, which is the maximum number of child nodes for each 
external node in the CF tree, and the radius, which determines the 
maximum diameter of the sub-clusters. These parameters need to 
be optimized based on the specific dataset being clustered. 

The threshold, branching factor, and n_clusters are the three 
crucial parameters of the BIRCH algorithm. A sub-cluster in the 
leaf node of the CF tree can retain a certain number of data points 
at a time, which is specified by the threshold. The maximum 
number of CF sub-clusters that can be in each internal node of the 
CF tree is determined by the branching factor. The number of 
clusters the algorithm should return following the last clustering 
step is indicated by the n_clusters argument. The final clustering 
phase is skipped if this parameter is set to None; instead, 
intermediate clusters are returned. 

Figure 3 gives a general summary of BIRCH. Global Clustering, 
Optional Refining, Optional Condensing, and Loading are the four 
stages of the BIRCH algorithm. By scanning all data that fits under 
the memory limit, the loading phase develops an initial in-memory 
CF-tree and generates a summary of the data with deleted outliers 
and grouped subclusters. During the global clustering phase, all of 
the leaf entries are grouped across the boundaries of various nodes 
using a global or semi-global clustering method. The second phase, 
Optional Condensing, rebuilds a more compact CF tree by deleting 
more outliers and consolidating more packed subclusters into 
bigger ones. The fourth phase, Optional Refining, refines the 
clusters even more by correcting minor errors and redistributing 
data points to their nearest seed. Phase 4 uses the centroids of the 
clusters created by Phase 3 as seeds to acquire a set of new clusters, 
allowing points belonging to a cluster to migrate and making sure 
that all copies of a given data point move to the same cluster. Phase 
3 only scans the original data once. Algorithm 1 presents the 
BIRCH Clustering algorithm. 

 
Algorithm 1: BIRCH Algorithm 
Input  
D= {𝑡𝑡1, 𝑡𝑡2, 𝑡𝑡3 … …  𝑡𝑡𝑛𝑛 } // Set of elements 
T // Threshold for CF tree construction 
Output 
K // Set of clusters. 
BIRCH clustering algorithm: 
For each 𝑡𝑡𝑖𝑖 𝜖𝜖 𝐷𝐷   do 
         Determine correct leaf node for ti insertion; 
         If threshold condition is not violated then  
         Add ti to cluster and update CH triples; 
     else  
             if room to insert ti then 
             insert ti as singe cluster and update CF triples; 
        else 
            split leaf node and redistribute CF features; 
end 

 

 
Figure 3. BIRCH Overview 
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Location Prediction 
The paper proposes using separate BiLSTM networks for each 

cluster after clustering the trajectory data using the BIRCH 
algorithm. BiLSTM is chosen due to its ability to store long-term 
dependencies better than conventional prediction models like 
Markov Chains and basic RNNs. BiLSTM is an advanced version 
of LSTM based on RNN architecture, which uses "gate" devices 
such as input gate, output gate, forget gate, and memory unit to 
overcome the memory loss issues of RNN, as presented in figure 4. 

 

 
 
Figure 4. Network Architecture of LSTM and BiLSTM24 

 
Backpropagation is used to train the weighted connections 

connected to these gates to understand how they function. The 
paper explains the use of the sigmoid function as an activation 
function in these units: 

𝑺𝑺(𝒙𝒙) =  
𝟏𝟏

𝟏𝟏 +  𝒆𝒆𝒙𝒙
 (4) 

Input 𝑥𝑥𝑡𝑡 is the input at tth time instance, and the output is 
represented as eqn (9), where Wf is the weight factor and bf is the 
deviations.  

𝑺𝑺(𝒙𝒙) =  
𝟏𝟏

𝟏𝟏 +  𝒆𝒆𝒙𝒙
 (5) 

𝑓𝑓𝑡𝑡 =  𝜎𝜎 (𝑊𝑊𝑓𝑓 ∗ [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡]  +  𝑏𝑏𝑓𝑓) (6) 

The input gate controls the addition of new data from ℎ𝑡𝑡−1and 
𝑥𝑥𝑡𝑡and remembers new data. The output 𝑖𝑖𝑡𝑡 and 𝐶𝐶𝑡𝑡 are formed from 
the inputs ℎ𝑡𝑡−1 and 𝑥𝑥𝑡𝑡, represented mathematically as: 

𝒊𝒊𝒕𝒕 =  𝝈𝝈 (𝑾𝑾𝒊𝒊 ∗ [𝒉𝒉𝒕𝒕−𝟏𝟏, 𝒙𝒙𝒕𝒕]  +  𝒃𝒃𝒊𝒊) (7) 
𝐶𝐶𝑡𝑡 =  tanh (𝑊𝑊𝑐𝑐 ∗ [ℎ𝑡𝑡−1, 𝑥𝑥𝑡𝑡] + 𝑏𝑏𝑐𝑐) (8) 

The previous unit information, 𝐶𝐶𝑡𝑡−1 is multiplied with 𝑓𝑓𝑡𝑡to 
evaluate the current information after passing from memory units 
and add it with 𝑖𝑖𝑡𝑡and �̂�𝑐t to identify the information in memory. It is 
represented mathematically as: 

𝑪𝑪𝒕𝒕 =  (𝒇𝒇𝒕𝒕 ∗ 𝑪𝑪𝒕𝒕−𝟏𝟏 + 𝒊𝒊𝒕𝒕 ∗ 𝒄𝒄�𝒕𝒕) (9) 
Finally, the output gate determines the ℎ𝑡𝑡passed to the next unit 

through the sigmoid function and the tanh function as: 
𝑶𝑶𝒕𝒕 =  𝝈𝝈(𝑾𝑾𝒐𝒐 ∗ [𝒉𝒉𝒕𝒕−𝟏𝟏,𝒙𝒙𝒕𝒕] + 𝒃𝒃𝒐𝒐) (10) 

ℎ𝑡𝑡 = 𝑜𝑜𝑡𝑡 ∗ tanh (𝐶𝐶𝑡𝑡) (11) 
During the prediction phase, the representative cluster is 

computed using the BIRCH algorithm for each trajectory. The 
subsequent position is then predicted by the associated LSTM 
model of that cluster and added to the trajectory. The process is 
continued until the entire trajectory can be predicted using this 
updated trajectory and the best-matching cluster estimate. This 
sequential technique enables the model to take into account long-
term dependencies and more precisely estimate future positions. 

RESULT AND DISCUSSIONS 
The results for the suggested model are presented in this section. 

The Python platform is used to implement the model. In this study, 
TensorFlow was used to implement and train the models in the 
Keras framework. On Google Colab, the proposed model was 
trained using a GPU. The effectiveness of the model is assessed 
using the performance parameters below in the following ways:  
𝑨𝑨𝒄𝒄𝒄𝒄𝑨𝑨𝑨𝑨𝑨𝑨𝒄𝒄𝑨𝑨 

=  
𝑻𝑻𝑨𝑨𝑨𝑨𝒆𝒆𝑻𝑻𝒐𝒐𝑻𝑻𝒊𝒊𝒕𝒕𝒊𝒊𝑻𝑻𝒆𝒆 + 𝑻𝑻𝑨𝑨𝑨𝑨𝒆𝒆𝑵𝑵𝒆𝒆𝑻𝑻𝑨𝑨𝒕𝒕𝒊𝒊𝑻𝑻𝒆𝒆

𝑻𝑻𝑨𝑨𝑨𝑨𝒆𝒆𝑻𝑻𝒐𝒐𝑻𝑻𝒊𝒊𝒕𝒕𝒊𝒊𝑻𝑻𝒆𝒆 + 𝑻𝑻𝑨𝑨𝑨𝑨𝒆𝒆𝑵𝑵𝒆𝒆𝑻𝑻𝑨𝑨𝒕𝒕𝒊𝒊𝑻𝑻𝒆𝒆 + 𝑭𝑭𝑨𝑨𝒍𝒍𝑻𝑻𝒆𝒆𝑻𝑻𝒐𝒐𝑻𝑻𝒊𝒊𝒕𝒕𝒊𝒊𝑻𝑻𝒆𝒆 + 𝑭𝑭𝑨𝑨𝒍𝒍𝑻𝑻𝒆𝒆𝑵𝑵𝒆𝒆𝑻𝑻𝑨𝑨𝒕𝒕𝒊𝒊𝑻𝑻𝒆𝒆
 

(12
) 

𝑃𝑃𝑃𝑃𝑃𝑃𝑐𝑐𝑖𝑖𝑃𝑃𝑖𝑖𝑜𝑜𝑛𝑛 =
𝑇𝑇𝑃𝑃𝑇𝑇𝑃𝑃𝑃𝑃𝑜𝑜𝑃𝑃𝑖𝑖𝑡𝑡𝑖𝑖𝑇𝑇𝑃𝑃

𝑇𝑇𝑃𝑃𝑇𝑇𝑃𝑃𝑃𝑃𝑜𝑜𝑃𝑃𝑖𝑖𝑡𝑡𝑖𝑖𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃𝑃𝑃𝑜𝑜𝑃𝑃𝑖𝑖𝑡𝑡𝑖𝑖𝑇𝑇𝑃𝑃
 (13) 

𝑅𝑅𝑃𝑃𝑐𝑐𝐹𝐹𝐹𝐹𝐹𝐹 =
𝑇𝑇𝑃𝑃𝑇𝑇𝑃𝑃𝑃𝑃𝑜𝑜𝑃𝑃𝑖𝑖𝑡𝑡𝑖𝑖𝑇𝑇𝑃𝑃

𝑇𝑇𝑃𝑃𝑇𝑇𝑃𝑃𝑃𝑃𝑜𝑜𝑃𝑃𝑖𝑖𝑡𝑡𝑖𝑖𝑇𝑇𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝑃𝑃𝑃𝑃𝐹𝐹𝑃𝑃𝐹𝐹𝐹𝐹𝑡𝑡𝑖𝑖𝑇𝑇𝑃𝑃
 (14) 

𝐹𝐹1_𝑃𝑃𝑐𝑐𝑜𝑜𝑃𝑃𝑃𝑃 =
2

1/𝑝𝑝𝑃𝑃𝑃𝑃𝑐𝑐𝑖𝑖𝑃𝑃𝑖𝑖𝑜𝑜𝑛𝑛 + 1/𝑅𝑅𝑃𝑃𝑐𝑐𝐹𝐹𝐹𝐹𝐹𝐹
 (15) 

 
For result analysis, we used the geolife dataset.25,26 The dataset 

introduces a social networking service called GeoLife, which 
incorporates GPS trajectories and locations to build three graphs: 
location-location, user-location, and user-user. The user-location 
graph shows the times at which users have visited a specific 
location, the user-user graph shows users who have frequented the 
same location, and the location-location graph shows users who 
have often traveled between two locations. Figure 5 compares the 
accuracy of four machine learning models - LSTM, LSTM+RF, 
LSTM+kNN, and LSTM+SVM - for different users, represented by 
User IDs. The LSTM+RF and LSTM+kNN models perform the 
best overall, while the LSTM and LSTM+SVM models also 
perform well but with slightly lower accuracy. Figure 6 represents 
the precision comparison of machine learning models. LSTM+RF 
model appears to perform the best in terms of precision, achieving 
the highest precision for most users. The LSTM+kNN and 
LSTM+SVM models also perform well but with slightly lower 
precision. Figure 7 represents the recall comparison of machine 
learning models.  LSTM+RF model appears to perform the best in 
terms of recall, achieving the highest recall for most users. The 
LSTM+kNN and LSTM+SVM models also perform well but with 
slightly lower recall. Figure 8 represents the f1_score comparison 
of machine learning models. In terms of F1_score, it appears that 
the LSTM+RF model performs the best, garnering the highest score 
from the majority of users. The F1 scores for the LSTM+kNN and  

 

 
Figure 5. Accuracy Comparison of Models 
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Figure 6. Precision Comparison of Models 

 
Figure 7. Recall Comparison of Models 

 
Figure 8. F1_score Comparison of Models 
 
LSTM+SVM models are a little bit lower, but they still perform 
well. 

Table 1 provides a comparison of the accuracy of prior art 
models and the proposed BIRCH-BiLSTM approach for trajectory 
prediction. Models compared in the table include XgBoost,7 GP,13 
and weighted k-NN.4 The proposed BIRCH-BiLSTM approach 
achieves 99% accuracy, which outperforms the other models listed 
in the table. This comparison demonstrates the effectiveness of the 
proposed approach for improving the accuracy of trajectory 

prediction and highlights its potential for practical applications such 
as autonomous vehicles and surveillance systems. 
 
Table 1. Comparative State-of-Art Models 

Models Accuracy 
XgBoost [7] 90% 

GP [13] 84% 
Weighted k-NN [4] 97% 
BIRCH-BiLSTM 99% 

DISCUSSION 
This paper discusses the importance and challenges of location 

prediction using machine learning methods in various fields. The 
research gaps identified the scalability issue while forecasting, 
lower reliability in predicting, and lower efficiency of the clustering 
approach.27-30 Addressing these gaps, the paper proposes a novel 
approach called BIRCH-LSTM for predicting complete user 
trajectories using a combination of BIRCH clustering and 
Bidirectional Long Short Term Memory (BiLSTM) models. The 
BIRCH-LSTM approach for location prediction offers advantages 
such as improved accuracy, scalability, complete trajectory 
prediction, temporal analysis, versatility, adaptability, and reduced 
search space, making it suitable for real-time applications and 
various domains. 

CONCLUSION 
This paper reports a method for predicting user location using 

historical trajectories. The proposed approach involves clustering 
the data into several groups using the BIRCH algorithm and then 
predicting using deep learning techniques, specifically BiLSTM, on 
each of the clusters. The clustered approach improves predictive 
performance by reducing data variance and overfitting, resulting in 
faster convergence in BiLSTM architecture. Therefore, the hybrid 
approach of BIRCH and BiLSTM helps to overcome the scalability 
issue and improve the accuracy of trajectory prediction. The results 
of the comparative analysis show that the proposed approach has 
the potential to enhance the accuracy of trajectory prediction and 
overcome scalability issues in BiLSTM-based models. The 
approach satisfies the requirement for real-time predictions and is 
scalable with the use of a big data environment framework. This 
paper shows the future opportunities to deploy this model over the 
cloud and use it as a base framework for the development of more 
modular and extensive trajectory prediction systems. The presented 
work is straightforward, intuitive, highly scalable, and robust. 
Future work could focus on cloud deployment, hyperparameter 
tuning, alternative clustering algorithms, additional feature 
integration, diverse dataset evaluations, model interpretability, real-
time adaptation, privacy considerations, ensemble approaches, real-
world applications, and trajectory generation. 
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